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Preface 
 
 
The design of complex artifacts and systems requires the cooperation of 
multidisciplinary design teams using multiple commercial and non-commercial 
engineering tools such as CAD tools, modeling, simulation and optimization software, 
engineering databases, and knowledge-based systems. Individuals or individual 
groups of multidisciplinary design teams usually work in parallel and separately with 
various engineering tools, which are located on different sites, often for quite a long 
time. At any moment, individual members may be working on different versions of a 
design or viewing the design from various perspectives, at different levels of detail.  

In order to meet these requirements, it is necessary to have effective and efficient 
collaborative design environments. These environments should not only automate 
individual tasks, in the manner of traditional computer-aided engineering tools, but 
also enable individual members to share information, collaborate and coordinate their 
activities within the context of a design project. CSCW (computer-supported 
cooperative work) in design is concerned with the development of such environments. 

A series of international workshops and conferences on CSCW in design started in 
1996. The primary goal of these workshops/conferences is to provide a forum for the 
latest ideas and results on the theories and applications of CSCW in design, research 
of multi-agent systems, Internet- and Web- based applications, electronic commerce 
and other related topics. It also aims at promoting international scientific information 
exchange among scholars, experts, researchers and developers in the field of CSCW 
in design. The major topics of CSCWD workshops/conferences include: 

- techniques, methods, and tools for CSCW in design;  
- social organization of the computer-supported cooperative process;  
- knowledge-intensive cooperative design; 
- intelligent agents and multi-agent systems for cooperative design; 
- workflows for cooperative design; 
- VR technologies for cooperative design; 
- Internet/Web and CSCW in design; 
- Grids, Web services and Semantic Web for CSCW in design; 
- CSCW in design and manufacturing 
- cooperation in virtual enterprises and e-businesses; 
- distance learning/training related to design; 
- applications and testbeds.  
Since this is the first book on CSCW in design in the series of Lecture Notes in 

Computer Science (LNCS), we would like to provide a little more background 
information about the history of the CSCWD workshops/conferences. The University 
of Technology of Compiègne in France and the Institute of Computing Technology of 
the Chinese Academy of Sciences started an international collaborative project in the 
area of CSCW in design in 1993. Based on this collaboration, the 1st International 
Workshop on CSCW in design (CSCWD 1996) was held on May 8–11, 1996 in 
Beijing, China and the second one (CSCWD 1997) was held on November 26–28, 
1997, in Bangkok, Thailand. After the two successful workshops, an international 
working group on CSCW in Design was created and an International Steering 
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Committee was formed in 1998 (http://www.cscwid.org). The Steering Committee 
then coordinated two workshops (CSCWD 1998 on July 15–18, 1998 in Tokyo, Japan 
and CSCWD 1999 on September 29–October 1, 1999 in Compiègne, France). During 
the annual Steering Committee meeting held at CSCWD 1999, the International 
Steering Committee decided to change the name from the “International Workshop on 
CSCW in Design” to the “International Conference on CSCW in Design”. The 5th 
International Conference on CSCW in Design (CSCWD 2000) was then held on 
November 29–December 1, 2000 in Hong Kong, China, followed by CSCWD 2001 
on July 12–14, 2001 in London, Ontario, Canada and CSCWD 2002 on September 
25–27, 2002 in Rio de Janeiro, Brazil. 

The 8th International Conference on CSCW in Design (CSCWD 2003) was 
scheduled to be held on October 22–24, 2003 in Xiamen, China. Due to the outbreak 
of SARS early in 2003, the conference was rescheduled for May 26–28, 2004 (as 
CSCWD 2004). Two volumes of conference proceedings were published: Volume 1 
in 2003 with 134 papers selected from 170 submissions and Volume 2 in 2004 with 
148 papers selected from 188 submissions. This book includes 45 articles that are the 
expanded versions of the papers presented at CSCWD 2004.  

Many people contributed to the preparation and organization of CSCWD 2003 / 
CSCWD 2004. We would like to thank all Program Committee members for their 
efforts in promoting the conference and carefully reviewing the submitted papers, as 
well as the authors who contributed to the conference.  

We would also like to thank the chairs and members of the Organizing Committee 
for taking care of all the details that made CSCWD 2004 successful. We acknowledge 
the sponsorship of Xiamen University, China and the co-sponsorship of the IEEE 
Beijing Section, the CIMS Committee of the National Hi-Tech R&D Program of 
China, the China Computer Federation, the National Natural Science Foundation of 
China, Zhongshan University, China, and Fuzhou University, China.  

Special thanks to Prof. Wenhua Zeng, Prof. Shaozhi Li, Prof. Chenhui Yang, 
Zhongpan Qiu, Dandan Liu, Youzhun Xu, Xinzhen Xu, and Xiaosu Zhan who made 
significant contributions to the preparation of the conference and the editing of the 
conference proceedings. 
 
July 2005                                Weiming Shen 

Zongkai Lin 
Jean-Paul Barthès 

Tangqiu Li 
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Vega Information Grid for Collaborative Computing 

Zhiwei Xu, Ning Yang, and Huaming Liao 

Institute of Computing Technology, Chinese Academy of Sciences,  
Beijing, 100080, P.R. China 
zxu@ict.ac.cn 

Abstract. This paper looks at computer supported cooperative work (CSCW) 
from an information grid viewpoint. We illustrate two collaborative instances in 
information grid and point out new CSCW requirements. We discuss key pieces 
of two models in the VEGA-IG (VEGA information grid): model of object and 
that of subject, which help the achievement of collaborative work and partly 
solve the difficulties in collaborative work such as unknown participant, 
dynamic cooperation channel, multi-modal communication, dynamic 
participants and resources. The two models take loose coupling as their main 
point and shield many complicated information of the collaborative work. We 
also discuss two examples of collaborative work in VEGA-IG. 

1   Introduction 

Research in Computer Supported Cooperative Work (also known as CSCW, 
groupware, collaboration tools) can be traced as far back as 1968, when Douglas 
Engelbart demonstrated his NLS with video teleconferencing features [1]. Since then, 
CSCW has blossomed into an exciting academic discipline with a large, growing 
application market. ACM now sponsors an annual international conference on 
CSCW. There are many industrial strength software products. More importantly, we 
are witnessing an accelerating trend of CSCW applications with ever increasing 
richness and diversity, ranging from business workflow to multiplayer games. 

The term “grid” has been used in various contexts with different meanings. In this 
paper, we use the broad definition [2] to refer grid to an interconnected distributed 
system that supports resource sharing, collaboration, and integration. Grid computing 
[3] is a kind of distributed supercomputing, in which geographically distributed 
computational and resources are coordinated for solving problems [4]. In this paper, 
we examine CSCW from an information grid viewpoint. We first give two examples 
in the real word to summarize the new requirements of the collaboration work. And 
also we can see that information grid commit itself to the research on enabling 
technology for information sharing, information management, and information 
services in grid. We point out that object and subject are important concepts in the 
research on information grid. The research on the model of object and subject in 
VEGA-IG help to finish the collaborative work especially with the help of the virtual 
layer and the effective layer. Information technology as a whole is entering a mass 
adoption stage, with network computing a main technology characteristic. This trend 
will have profound implications for the CSCW community. The information grid 
research community is developing new technology to meet these requirements. 
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The rest of the paper is organized as follows: In Section 2, we propose two 
examples in current information grid and discuss the new requirements for CSCW 
technology. In Section 3, we describe two models of VEGA-IG: the model of object 
and that of subject. We also discuss the central features of the two models that are 
relevant to CSCW. In Section 4, we illustrate how the two models help the 
achievement of collaborative work. We offer concluding remarks in Section 5. 

2   New Requirements for Collaboration 

To see the future requirements of CSCW, we can look at examples in current 
information systems. For instance, China Railways has the largest customer base in 
the world, serving hundreds of millions of customers daily. We discuss below two 
desired collaboration use cases from China Railways information systems. The first 
case is for business professionals, while the second concerns end users. 
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Fig. 1. Freight Route Consultation 

Collaboration in Freight Routing. Every day thousands of container cargos are 
transported by railways. Cargoes are composed into freight trains at each departure 
station. When a freight train passes by a relay station, its route is often adjusted in 
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accordance with the actual railway situation. The dispatcher in the relay station needs 
a comprehensive collaboration system help he or she to consult with the train’s 
monitor to decide a reasonable route of the train.  

At the same time, related applications need to be integrated together. Figure 1 
shows two of such applications. When adjusting a train’s route, the Route 
Arrangement Application must dynamically connect to the train’s Freight Monitor 
Application to exchange information. 

Hence they need build two kinds of cooperation channel. One of them is direct 
communication way through some audio or video conversation medium, denoted as 
(a) in Figure 1, whereas another one is an indirect communication way through 
related application(s), denoted as (b) in Figure 1. That implies the information from 
one participant will be processed by the related applications, and another participant 
can only observed the processing results.  

In our scenario, because it is impossible to predict which train has to change its 
route in advance, the cooperation channel has to be constructed dynamically and 
temporarily. This will introduce many new challenges to collaboration system 
development. 
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Fig. 2. Collaboration in Traveling 

Collaboration in Traveling. Traveling by trains is cheap and more and more 
convenient with the raising quality of railway service. So in China, most common 
people would choose to travel by trains. Many travelers like to arrange their travel 
plan well, before set out on a trip. But when they discover some interesting travel 
program temporarily, they often want to get some service from a local travel agent. At 
that time, they require collaboration between their original travel service, local travel 
service, and even ticket booking service. 

Consider the collaboration scenario of Figure 2. The traveler needs to look for a 
local travel service agent. In order to modify the travel plan, the traveler needs 
communicate with the agent. They could directly communicate through a simple chat 
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system. In general, the traveler hopes to inherit his original plan, so the related 
information should be transferred from the travel planning service to the local travel 
service and get an appropriate new plan. And in the case to change the old travel 
route, or build a new travel route, the travel planning service, sometimes as well as 
the local travel service, need collaborate with a ticket booking service automatically. 
Because the related applications are not aware of each other in advance, it will 
introduce new challenges to perform the cooperative tasks dynamically. 

From these two use cases, we can summarize several collaboration requirements. 

Unknown Participant. In general, before a cooperative work begins, the 
collaborative initiator either is aware of the location of other participants (such as 
message exchange system), or can create a persistent collaborative channel (such as 
bulletin board system). But in a dynamic collaboration environment, the above 
assumptions may be broken. Because the collaborative initiator often need initiate 
collaboration without awareness of the concrete location of other participants, he just 
knows some rules to look for the other participants. So he could not create a 
collaboration channel in advance.  

For example, in the Freight Route Consultation case, when some trains need to 
change their route, the dispatcher only knows the rules to look for the train’s 
monitors, but he does not know where they are and how to contact with them. And the 
issues are similar in the second case. 

Dynamic Cooperation Channel. After the initiator finds the other participants, to 
create cooperation channels dynamically will introduce other challenges. Let us look 
at the first use case. The resulting data must be transferred from the Route 
Arrangement Application to The Freight Monitor Application. This in turn requires 
the applications to understand the syntax and semantics of each other’s data formats, 
as well as each other’s interface.  

Moreover the dispatcher and the monitor also have the possibilities to 
communicate though different conversation application clients. They need exchange 
information between the different conversation applications. But, in fact, the 
applications do not know each other in advance, and at most times they do not want to 
know so many details of each other. So the problem is how to exchange information 
among the related applications without knowing access details. 

Multi-modal Communication. Each collaboration session may need different types 
of communication. It is desirable if all these communication modes are made 
available at the user’s fingertip. 

Dynamic Participants and Resources. There are more than one participant and 
many resources in one collaborative work usually. Much information of both subject 
and object may have some changes during the period of collaborative work happen. 
We can take the subject as an example. Users may change their attributes; their host 
community at any moment, and also the administrator may change some policy of 
user management. At this moment we must guarantee the accomplishment of the 
work. 
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3   Two Models in Vega Information Grid 

We should take two important factors into account when we refer to CSCW: subject 
and object. From the viewpoint of philosophy, subject means the people who have the 
ability to cognize something and practice, while object means those things that existed 
besides subject in the world. To be brief we can consider that in VEGA-IG, the object 
is the resource and the subject is the user. As it comes to collaborative work, there 
should be at least two participants (users namely) who are involved in the work. And 
at the same work, there should be some resources that act as object. Only when all the 
participants work at the same resource can the collaborative work achieved. Resource 
sharing is also the primary method supports the collaborative work. So it is safe for us 
to draw the conclusion that the research of subject and object in VEGA-IG will be 
beneficial to that of CSCW.  

We propose the object model and subject model of VEGA-IG respectively in this 
section. 

3.1   EVP Model of Object in VEGA-IG 

Firstly we discuss some points in the object model of VEGA-IG. The structure of the 
model is illustrated in Figure 3 [5]. There are three layers in the model named 
physical layer, virtual layer and effective layer from bottom-up point of view.  

 

Fig. 3. EVP model of object in VEGA-IG 

Physical layer is the lowest layer in the model and is actually where the resource 
saved and the operation of resource (such as add, delete, modify etc.) happened. The 
programmers and the professional mainly use resource of this layer. What really 
happens to the resource of this layer is unknowable to the end users. 

 Virtual layer has the responsibility of managing the resources in a community and 
dynamically adjust the map between the virtual layer and the physical layer when 
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some kind of alteration happen. With the help of virtual layer resource, many 
collaborative works can be accomplished conveniently for this layer help users to 
locate and search the resource he or she need. 

End user uses effective layer and the resource provided by this layer is available 
even for the secretary. A higher level language called Grid Service Markup Language 
(GSML) is available in this layer, which allows users (not necessarily programmers) 
to specify grid services and user interface in an easy to use fashion. GSML makes 
collaborative work among mass users possible. 

Resources on grid nodes can be wrapped as Web services or grid services, and 
registered with the Vega GOS (Grid Operating System). Resources at this level 
belong to physical resources. A technical staff can use a software tool called Resource 
Mapper to map physical resources into location-independent virtual resources. A 
secretary can then use another tool called GSML composer to turn the virtual 
resources into effective resources in a GSML page. Table 1 gives some main features 
of the object model. 

Table 1. Features of Object EVP Model in VEGA-IG 

Layer  Program language Developer User Resource 
assemble 

Effective High level Secretary Leader Yes 
Virtual  Middle level Programmer Secretary Congener resource 
Physical  Low level Programmer Programmer No 

3.2   EVP Model of Subject in VEGA-IG 

Secondly, we bring forward the EVP space model of subject in VEGA information 
grid showed in Figure 4 according to the EVP space model of object. There are still 
three layers named physical layer, virtual layer and effective layer respectively. While 
what different from the model of object is that security instead of resource is the main 
point in the model. We don’t treat the information of subject same as that of object. 
Besides one kind of resource in the information grid, the information of subject 
should also have the liability to be the representation of the user. 

Effective layer user is mainly designed for the end user and composed of exterior 
user name and interior user name when it comes to implement. The exterior user 
name is friendly for the user to logon the grid and support the single sign on (SSO) in 
the information grid. In the collaborative work where one participant needs to know 
where and who are the other participants, the user information of this layer can do 
some help. What really matters in effective layer is that one user (or a grid service, a 
web service, an application who act as the role of subject) can easily find his or her 
participants in the information grid. 

Virtual layer user is designed to finish such kind of works related with resource 
and access control (AC). It is composed of certificateID Proxy (a transformed 
certificateID by some algorithm in order to protect the real certificateID) and the 
Token where many information of resource and access control saved.  
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Fig. 4. EVP Model of Subject in VEGA-IG 

Physical layer user is namely the local user, and the actual user who represents the 
grid subject to use resource. Physical layer user has much with the system who 
provides the resource. We can take Data Base as an example where the physical layer 
user maybe identified as Dbuser @ dbpasswd.  

Table 2. The Features of Subject EVP Model in VEGA-IG 

Layer User Identify Feature Function 
UserID&PassWrod Effective 

Certificate ID 

Exterior name 
Interior name 

Friendly 
Uniquely 
SSO 

Certificate ID Proxy Virtual 

Token 

Community collaborated 
Resource collaborated 

Secretly 
Flexible 
Unique in 
community 

Physical Local user Local system collaborated Unique in 
local system 

The three-layer partition of the information subject makes many collaborative 
works possible. Many features of the model is illustrate in Table 2. In the work of fee 
count system, it is impossible for the system that provides the resource service to 
know which user indeed use the service since many information grid users may be 
mapped into the same physical user. While with the help of virtual layer user, it is 
convenient for the system to distinguish the users who use the service. So it is safe to 
draw the conclusion that the three-layer partition of the information subject 
guarantees the security of the system, the character of unique, the SSO, and also the 
alterability of the policies. 
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4   The Vega-IG and Its Supports for Collaboration 

With two models above, we can solve part of the problems exist in the two cases we 
propose in section 2. For the first case of freight route consultation, the two 
applications can operate on the same physical layer resource by operations on 
different virtual layer resource. The monitor can modify the physical layer resource 
by his own application when some emergences happen while the dispatcher can get 
the modified information as soon as the change happen. With the help of the virtual 
layer, there seemed to be a dynamic channel between the two applications.  For the 
second case of collaboration in traveling, because both subject and object are well-
organized in community of effective layer or (and) virtual layer, the traveler can 
easily find the services he or she want by many kind of tools such as Service Search. 
With the help of Service Search, the traveler can find those services that satisfy his or 
her need and then establish a dynamic channel between the two services. 

From analysis above we can see that Information grid commit itself to the research 
on enabling technology for information sharing, information management, and 
information services in grid. The information grid focuses on information, and largely 
ignores issues such as process, transaction, and semantics. VEGA-IG has four 
features as follows: 

1) Platform character 
2) Dynamic adaptability 
3) Sharing character 
4) Collaborative character 

The infrastructure of VEGA information grid is illustrated in Figure 5. Griplet is a 
kind of Grip (grid process) who represents the subject of grid to visit and use grid. 
Grip is a key concept in the research on other kind of grid such as computing grid.  
What different from other system is that VEGA information grid gives users a 
platform with which people can add both resource and applications into the system 
conveniently. Different kind of resources such as messages, databases, file systems 
and also white board can be added to the bottom of the platform, and at the same time, 
different kind of applications can be added to the top of the platform. Using this 
platform we can implement some kind of collaborative task and the method here is far 
from the traditional method of “solution”. 

Now we take resource transfer in VEGA-IG as an example to show how the 
collaborative task is accomplished based on the two models. At present, a user can 
transfer files to another user through the methods of mail, msn etc. All of these 
methods use the real resource as an attachment. That means the copy of the resource 
is produced and transferred to another place. While in VEGA information grid, what a 
user should do is just transfer the handle of the file (identifier of the file in effective 
layer) to the destination user. Then the receiver can use the handle to locate where the 
resource is by the maps between the layers. Both of the participants may have no idea 
about where the resource really is, they don’t know the existence of the three layers 
either. It is obviously that the handle must keep in accordance with the rule or the 
policy of the model. As soon as the destination user gets the handle, he or she can 
parse the handle and locate the resource also by the maps between the layers. We can 
see that when the work happens, there seemed to be a temporary channel links all the 
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participants through which the resource is transferred. In fact what really transmitted 
between the two participants is the identifier of the file in effective layer. 

In the example above, the two participants are familiar with each other. In this 
paragraph we give another example where one participant have no idea about any 
 

 

Fig. 5. The Infrastructure of VEGA-IG 

things of the other participants such as who, from where they are; how many 
participants there are and even whether there are other participants in the task. We 
have implemented the projects manage tools in VEGA information grid. As we know 
there will be more than one person who participant into a project, the management of 
the project is a collaborative computing job. When we take AC (access control) into 
account, we can decide who have the right to manage the project by their roles. All 
the users who have the right to appraise the project may don’t know the existence of 
others. Obviously they are different users in the effective layer, while when they come 
to the physical layer, maybe they are all mapped into the same local user who has the 
ability to modify the resource. Different user can modify different virtual layer 
resource, the collaborative task can be finished when all the virtual layer resource are 
mapped into the same physical layer resource. Finally we can use the physical layer 
resource to make a chart to illustrate the unitary state of the project. 

 In fact the projects manage tools in VEGA information grid use the technique of 
resource sharing to gain its ends. The similar collaborative work happened in VEGA-
IG are flow, calendar etc. 

5   Conclusions 

As CSCW and information grid technology both aim to supporting collaboration, they 
are closely related. Information grid technology could provide a general-purpose 
technology platform for the CSCW community to build and run collaboration 
applications. 
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Differing from traditional CSCW software tools that focus on enterprise 
collaboration, information grid technology aims to provide supports for dynamic, 
multi-modal collaboration based on open standards. 

The Vega Grid project is researching a suite of techniques to better support 
resource sharing and collaboration. The three-layer object and subject model facilitate 
usability and flexibility; it also gives sustentation of the dynamic character of grid and 
partially solves the problems of unknown participant, dynamic cooperation channel, 
multi-modal communication, dynamic participants and resources.   

Collaboration in a grid environment is still a young field. Much remains for 
research. However, it is critical that all work should be based on open standards. 
Individual pieces of grid technology are integrated according to a grid architecture 
framework. Examples include Open Grid Service Architecture (OGSA) [6] and Web 
Service Architecture (WSA) [7]. Isolationism and protectionism can only hinder the 
development and the use of grid-based collaboration technology. 
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Abstract. Pen-based User Interface (PUI) is becoming more and more popular. 
This paper presents (the) universal analysis and specification of characters and 
structure of PUI. PIBG, a new interaction paradigm, is proposed as the frame-
work for PUI. PIBG Toolkit is also developed as a PUI Software Platform. 
With the goal of high usability, several applications are developed with PIBG 
Toolkit. PUI provides a method for natural and concordant interaction, which 
could facilitate the development and applications of collaborative systems.  

1   Introduction 

There will be three stages for the development of computers: Mainframe computers, 
Desktop PC and Ubiquitous Computing [1]. During the Mainframe computers age, 
many people use one computer; the interface is text mode, and people input the com-
mands through keyboards. Human Computer Interaction (HCI) is not important be-
cause the main purpose of Mainframe computers is to finish the tasks designed before 
running, which don’t need much human’s inputs. During the Desktop PC age, each 
person has his own computer, and Graphical User Interface (GUI) is the interaction 
mode of PC. Desktop PC has dominated for about two decades. GUI is based on the 
Desktop metaphor and applies the WIMP (Windows, Icons, Menus, Pointer) para-
digm. This interaction style has many obvious advantages such as visualization of 
interaction objects, minimal syntax, and fast semantic feedback [2]. What will be the 
HCI of Ubiquitous computing like? Many research works have addressed this ques-
tion. Invisibility would be the most distinguished character of Ubiquitous computing; 
as Weiser said, “The most profound technologies are those that disappear. They 
weave themselves into the fabric of everyday life until they are indistinguishable from 
it.” [1]. Good user interfaces should make the users focus on the tasks, not on the 
interfaces themselves; that is to say good user interfaces are invisible to users. The 
natural user interfaces don’t require users’ active attention [1]; all things happen in 
natural way. The objective of invisible computing is to present a natural, high effi-
cient interaction way to decrease the cognitive distance between human and the com-
puters. 

Pen and paper have a long history as a tool for recording information. Pen-Paper 
metaphor is a universal and fundamental way of capturing daily experience, commu-
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nicating ideas, recording important events, conducting critical thinking and visual 
description. The informal nature of pens allows people to focus on their task without 
having to worry about precision [2]. PUI promises to have many benefits that pen and 
paper provide. 

Users are bounded in the WIMP interactive mode in most current systems; they 
have to provide precise information and operate according to the ordered steps of 
menu and icon. PUI will improve the operation process. Users should be able to main-
tain their thinking without being broken by excessive switches among selection of 
menus and operations on buttons and keyboard input of words. The interaction mode 
based on pen-paper metaphor has been deeply infiltrated in natural user interface. It is 
natural for users to express themselves to other users and to computers, which can 
provide the imprecise and quick sketching [2].  

PUI allows users to directly perform the intended tasks and operations. It can fa-
cilitate the development and applications of collaborative systems. The development 
team members located in different places can share and exchange the production 
information via network. Since the collaborative design and production in distribution 
could achieve dynamic union and global cooperation among developers, and the full 
utilization of global resources, it can greatly reduce the development cycle time of 
products as well as their costs, and improve the ability to develop personalized prod-
ucts.  

The remainder of the paper is organized as follows: Section 2 discusses related 
work about PUI; Section 3 describes the analysis of PUI; Section 4 presents the pro-
posed framework of PUI; Section 5 gives a brief introduction of the application sys-
tems with PUI; Section 6 shows the advantages of collaborative systems with PUI; 
and finally, Section 7 provides conclusions and discusses the future work. 

2   Related Work 

PUI is becoming more and more popular, versatile, and powerful. This section dis-
cusses relevant prior work. The first subsection discusses prior work on PUI. The 
second subsection gives some background that provides the foundation for this work. 

In addition to research and commercial work on handwriting recognition, much 
work has been done on efficient text input methods and gesture recognition. Many 
systems use pen-based sketching interfaces to encourage creative activities: SILK [4] 
uses it for GUI design, MusicPad [5] uses it for music composition, SKETCH [6] and 
Teddy [7] use it for 3D modeling. Pen-based techniques are commonly used on elec-
tronic board systems, with specialized interfaces designed for large boards. For exam-
ple, a series of papers on the Tivoli [8] proposed many interaction techniques to or-
ganize handwritten notes in meeting environment. Other related systems are:  Live-
Board [9], DENIM [10], Cocktail Napkin [11], Flatland [12], Classroom 2000 [13], 
ASSIST [14], etc. 

Although these previous works discuss the interaction techniques and specific ap-
plications with pen, there still exist barriers to the efficient computer applications 
supporting by pen based activities in general. Ideas in ubiquitous computing provide 
the elicitation for research on PUI. The kinds of devices range from large display 
devices, PC to mobile devices. This opportunity presents challenge for the  
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development of pen devices for wider application in terms of the characteristics, such 
as flexibility, convenience and portability. Combination with the context-awareness 
presented in ubiquitous computing, the PUI provides some kind of invisible interac-
tion to improve the human-computer interaction on the base of universal application. 
It is important to exchange information fluently and efficiently in the common life by 
the popular tool. PUI is one of the main styles in Post-WIMP user interfaces. 

3   Natural User Interface and Pen-Based User Interface 

Natural User Interface is one of the important aspects in ubiquitous computing. In the 
next generation of user interfaces, pen-based input, gesture, speech, perceptual UI, 
tangible UI will be integrated into human life for interacting with the computers with 
better services. The proliferation of devices gets the parallel improvement with the 
corresponding computing technology. Interaction methods can be made more effec-
tive when they are adapted to the skills of the designers. Then the designers do not 
need to pay much attention to the operations of interaction, but the contents of the 
interaction. One starts to study with speech or pen and paper since he or she was born. 
It is a great advantage if designers can, for the purposes of HCI, use the interaction 
skills they have already mastered before. Connecting the natural tools with the power-
ful processing ability of computers can prevent designers from having to use special 
methods that distract their attention from the main tasks at hand. 

In traditional interaction, users are confined within one eye and one finger for the 
information exchange. In WIMP interaction, there are many overlapping windows for 
the virtual information. Users have to select commands through many icons and menu 
by clicking in small zones. Comparing with WIMP paradigm, the information presen-
tation style and interaction style have changed in PUI. The advantages of PUI are: 

- Physical attributes: easy steering, portable and consistence 
- Logic attributes: abstract, continuous 
- Psychological attributes: focus, intuitive, creative thinking undisrupted 

In some conditions, a pen can be used to take the place of mouse, but what fits in 
with a mouse is not similar with a pen, and vice versa. For any given task, the ideal 
PUI should not be limited to technique developed for GUI, but incorporate pen-
specific techniques that take advantage of the special characteristics of pen. We give 
some main functions of PUI: 

- Pen input as ink, Ink as first-citizen class 
- Pen input as gestures including: selecting and moving 
- Interpreters that act on ink input (sketching/writing) 
- Grouping of objects 
- Layering of objects 
- Time indexing of ink input 
- Transformation of ink to cleaned-up objects 
- Immediate and deferred processing of ink 

Interaction information in PUI has two important characters. First, the information 
is continuous, instead of discrete events. Therefore, to capture this continuous  
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interaction, we use the Jacob’s model to specify the information flowing form pen to 
PUI. Second, the interaction information created by pen is not only the 2D position in 
the coordination of paper, but also pressure, orientation, time, etc. Hence the structure 
of integrating various kinds of information should be set up. We apply a hierarchical 
structure to integrate multi-model information. 

In Figure 1, we give the description of PUI. Based on ink computing, some interac-
tion technologies are provided to improve the human-computer interaction of infor-
mation exchanging, including gesture, context, life-experience, etc. 

 

DS

interaction 

display 

Gesture rec. context 

Life-experience

I-B proc. 

Data 

model 

Info. Exchange 

mapping UI = AP 

Ink computing
 

Fig. 1. Pen-based User Interface 

4   Pen-Based User Interface Framework 

PUI provides freeform operations and structure operations that are different from the 
WIMP interfaces, as we have discussed in Section 3. The related interaction tech-
nologies present higher efficiency and less constraint of operations. From the point of 
view of cognition psychology, cognition model, user model and semantic model give 
the specific theory interpretation for the HCI modeling. The PUI framework is given 
in Figure 2.  

Based on the research of information exchanging and framework of the PUI, we 
present a new interaction paradigm, named PIBG. Two main interaction widgets in 
PIBG paradigm (paper and frame) belong to Physical Objects. Paper is a kind of wid-
get that serves as a container in PIBG. It has two main responsibilities. First, it re-
ceives the information from pen and dispatches it to specific information receiver (a 
widget in the paper). Second, all widgets contained are grouped and managed as a tree 
structure by Paper. Frame is the most important widget in the PIBG paradigm. Its 
responsibilities are processing the interaction   information and managing different 
types of data. Menu is disappeared in PIBG paradigm. In PIBG paradigm, users’ 
action is changed from mouse pointing to pen gesture [15]. 
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Fig. 2. Framework of Pen-based User Interface 

Gestures invoke operations, which provide direct manipulation to objects. How-
ever, it is difficult to recognize gestures according to user’ intention if the invoked 
operation information is fuzzy. Users easily detect misrecognition of a character, but 
misrecognition of an operator may not be. In other words, if a gesture is misrecog-
nized it will cause an unintended operation to be performed, and users may have diffi-
culty in determining what happened. Furthermore, an unintended operation is likely to 
be more difficult to correct than an incorrectly recognized character. The gesture 
design model presented above according to the rules based on constraint and the con-
text-awareness can provide better performance [16]. With the development of pen and 
new interaction technology, gestures are the valuable aspect of PUI. We believe that 
gesture operation, unlike the majority of WIMP techniques based on mouse motions, 
has the greatest potential for maximizing the interactivity of pen-based environments 
since operation modes are offloaded from focusing on the technology to users and 
tasks themselves. Figure 3 shows some gestures we designed in word processing task. 
These gestures are designed for the Chinese word processing; and the first gesture is 
for Inserting, the second one is for Selection, the third one is for Deleting, the forth 
one is for Moving, the fifth one is for Inverting and the sixth one is for Replacing. 

 
 

 
 
 

Fig. 3. Gestures in Word Processing Task 

The architecture of PIBG paradigm has three new features. It supports continuous 
interaction information, multi-model interaction information, and probabilistic inter-
action style. In PIBG, all widgets are built to support Continuous interaction and 
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multi-model interaction according to the structure. At the same time, we set up a 
structure that combines recognition, context-aware and User Mediation techniques. 
Each widget has such structure to support this feature. Figure 4 shows the structure of 
Paper. 
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Fig. 4. Structure of Paper 

5   Applications with Pen-Based User Interface 

The real purpose for PUI is the applications. PUI is popular in many kinds of applica-
tions. Pen is convenient as the design and writing tool. It can be used to take notes and 
give annotation to capture and access to life experience. Some killer applications 
based on pen interaction can be developed as below. 

- Browser Production  Consume 
- Information access, PIM 
- Note-taking (help to capture ideas) 
- Collaboration  

We have built several pen-based interaction systems as shown in Figure 5: (a) 
PenOffice is a system for teacher preparing their presentations and deliver lectures to 
a class. (b) State diving team training management system provides a pen input mode 
for coach to arrange the training plan. (c) Multi-Level Structures Extracting is given 
to optimize the algorithm of syncopation from Chinese Handwriting. (d) Multimodal 
geometry is a system of dynamic geometry in terms of multimodal speech and pen. 
(e) MusicEditor is a system that recognizes handwriting numbered musical notation 
and exports this information to audio result. (f) A Palette for Children is a sketch 
system for children easily creating virtual worlds and entities. (g) Learning by pic-
tures system is given for teachers and parents to create pictures for children to learn 
new words. (h) A virtual play land for children provides the 3D environment for chil-
dren to learn and play. 
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 (e) Music Editor                                        (f) A Palette for Children 

 

 

           

 

 
(g) Learning by pictures                          (h) A virtual play land for children 

Fig. 5. Examples of Pen-based Systems 
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6   Collaboration with Pen-Based User Interface 

Collaborative designs are necessary in many situations. When creating a collaborative 
modeling application, there are inherent issues that must be addressed to make the 
tool intuitive and efficient. A collaborative modeling application’s interface must be 
both fast and direct. Post-WIMP interface metaphor will meet the users’ speed and 
directness that the applications require [17]. Specifically, PUI allows for fast interac-
tion. A gesture-based interface also allows users to directly perform the intended tasks 
and operations. This directness not only increases interaction speed, but also allows 
participants to keep their focus on the design session so that they can remain aware of 
what others are doing in the design environment. 

The collaborative design method based on gesture and sketch enhances the design 
in a natural and concordant way, enabling the share and exchange of sketches and 
information for the product developers in different places and thus improving the 
efficiency. It is an efficient and natural tool that conveys thoughts between people and 
computers as well as people and people. The method proposed in the paper supports 
multi-view sketch design for designing thinking, as well as collaborative context-
awareness. The context based on gesture in pen interaction is an instance of general 
context in pen interface. And the context-awareness is dynamic, which is concerned 
with the real-time operation during the interactive process besides the static informa-
tion. Constraint is an important part in context. The paper presents a context-aware 
model based on context-aware infrastructure provided by Jason I. Hong at U C Berke-
ley and hierarchy structure in Schmidt and Dey’s model [19]. The contexts such as 
objects, constraints, and current gestures are static. The contexts, such as users, loca-
tions, scopes that are related with specific operations, are dynamic. Generally, it is 
difficult to provide clear interpretation based on limited information from a sole con-
text. The fusion of different context can provide more information. 

One goal of pen interaction is to imitate the operation mode of pen and paper in 
common life. Users can express themselves under little limitation by use of pen, as is 
very important to record the transient afflatus during the design process. The gestures 
are the main operation characters in pen interaction. Commands of free hand stroke 
gestures issued with pens have semantic mapping applications. For example, gestures 
such as creation, selection, deletion, modification, constraint confirmation and cancel-
lation, are supported in the system. 

The rough sketches drawn by designer serve as a fluent way of expression. 
Concurrently, the recognized figures can provide more particular and more accurate 
information. This makes it possible to carry out more detailed designs. Therefore, we 
should make full use of the flexibility of pen interaction. When recognizing the pen-
based sketch, the original track of the sketch should be recorded simultaneously. By 
providing sketches from two different angles of view, intent of the user can fully 
exhibited. 

7   Conclusion 

The interaction mode based on pen-paper metaphor is natural for users to express 
themselves between human and computers. In this paper, we introduce a PUI that 
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steps away from the rigidity of traditional user interfaces, supporting instead the 
flexibility and ambiguity inherent in natural modes of communication. How to repre-
sent and make the best of the context is still a challenge for us to confront. PIBG 
Toolkit is a PUI Software Platform built on PIBG Paradigm, which is a new 
interaction paradigm about PUI. When it is used to develop specific Pen-based 
applications, the software architecture and interaction control can be constructed 
automatically; and developers can choose various widgets to build their applications. 
Therefore, developers can put their focus on specific application domains, instead of 
things in low-level. PUI provides a method for natural and concordant interaction, 
which could facilitate the development and applications of collaborative systems. The 
future research involves the investigation of pen-based interfaces in ubiquitous 
computing. 
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Abstract. In order to get higher efficiency of resource allocation and task 
scheduling algorithm in grid computing, this paper, based on the analysis of the 
related work on grid resource management and task scheduling, presents a QoS 
based structure for Grid Resource Allocation and Management System (GRAM) 
and a 2-Phase Trust Based Scheduling Algorithm. It is believed that the proposed 
algorithms can improve the efficiency and reliability of the operation of the grid 
system. 

1   Introduction 

“A computational grid is a hardware and software infrastructure that provides 
dependable, consistent, pervasive, and inexpensive access to high-end computational 
capabilities…” [1]. The key technologies which affect the grid efficiency involve grid 
resource allocation & management and task scheduling algorithms. The former mainly 
implements the effective allocation of computational resources under grid environment 
to satisfy the task demands, thus to improve the utilization of grid resources. Then 
based on the highly-efficient resource management and reasonable task division, the 
latter tracks the execution of the whole task, predicts the adverse factors which may 
affect the efficiency and takes actions to avoid them (such as task migration), or makes 
retrieval when computing process delays, and finally accomplishes the task perfectly. 

In the Open Grid Services Architecture (OGSA [2]), all resources are organized in a 
rational way and formed as virtual organizations, which are dynamic and extensible. So 
the resource management is faced with new challenges. On one hand, in OGSA the grid 
resources are transparent to grid users, in the form of logical resource. But they are 
distributed actually and have their own managerial strategies. How to allocate and 
schedule there resources, and enhance their utilization are still unsettled. On the other 
hand, different grid services have different QoS requirements on resources, and 
considering the service cost, different users may have different QoS needs. In OGSA, 
the QoS characteristics of physical resource cannot represent that of logical resource. 
How to convert the user’s QoS requirements to specific grid QoS parameters becomes a 
key and challenging issue. 

Based on above issues, through analyzing the characteristics of Grid QoS, we 
propose and set up the layered structure of Grid QoS. On the basis of analyzing the 
content GRAM based on QoS, we further present the architecture of grid resource 
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allocation management based on QoS (GRAM-QoS). Through the mapping among 
different layers of Grid QoS, it converts the user’s QoS requirements to specific QoS 
parameters of resources, and implants the mapping conversion of QoS into the resource 
selection processes. Considering the characteristics of Grid QoS roundly, GRAM-QoS 
provides a reasonable model for resource allocation management based on QoS. 

This paper first summarizes and analyzes the GRAM systems and task scheduling 
algorithms in existing models for computational grid, and indicates some problems or 
deficiencies. Then a novel QoS based Structure for Grid Resource Allocation and 
Management System and a Trust Based Scheduling Algorithm are presented. Finally 
we conclude the paper and discuss our future work. 

2   Related Work and Limitations 

The goal of Grid is to utilize all available, free computational resources to overcome 
difficulties brought by complicated tasks with enormous computing workloads, so how 
to improve the computational efficiency of the grid becomes the research objective in 
this field. Since the resource allocation & management and task-scheduling algorithm 
have direct effect on the grid efficiency, lots of related researches have been made on 
them. 

The structure of the resource discovery and management model depends not only on 
the computing tasks that need scheduling and the numbers of the resources that need to 
manage, but also on the types of the domains in which resources are located (single 
domain or multi-domains). From the view of resource organization, discovery and 
management mode, researches on grid resource management model are mainly 
classified as Centralized Model, Distributed Model, Layered Model and Multi-Agent 
based Model. Although these four models do benefit grid computing a lot, there is still 
a problem, which is the lack of effective resource discovery and management models to 
provide intelligent macroscopical means of regulation and control and fast reflection 
ability to those such as resource information update. In fact, though Centralized, 
Distributed, Layered and Multi-Agent Based Models provide us many kinds of 
strategies for resource discovery and management, they have not offer such a kind of 
merger to the requirements such as intelligent macroscopical regulation and control, 
rapid response to resource changing, etc.: Centralized Model has more powerful ability 
for macroscopical regulation and control, but limits the scalability of grid; Distributed 
Model offers very good support for the scalability, but concentrates too much on the 
partial, lacking the overall situation view; Layered Model is the compromise of 
Centralized and Distributed Models, managing and discovering the resource change by 
tree-structure, but the update information needs to be reported to upper-layer 
managerial nodes layer by layer till the root, quite difficult to meet the requirement of 
rapid response; Multi-Agent Based Model collects the change information of resources 
by means of movable Agent, with a strong scalability and flexibility. However, 
Multi-Agent Based Model has high requirements on Agent itself and also harsh 
requirements on the Stub needed by Agent, especially for such a large-scale, 
worldwide, or unsafe environment -- Grid. 

An efficient task-scheduling algorithm can also improve the computational 
efficiency of the whole grid. As one of the key technologies of grid, it always draws 



A Novel Method of QoS Based Resource Management and Trust Based Task Scheduling 23 

much attention from domestic and international grid researchers. In numerous 
task-scheduling algorithms, the thoughts of the following several algorithms, 2-Phase 
Scheduling Strategy [3], Co-RSPB, Co-RSBF, Co-RSBFP Algorithm Based on 
Priority and Best Fit Mechanism [4] and Scheduling Algorithm Based on 
Supply-demand Relationship of the Market [5] are quite novel and have higher 
reference values. But unfortunately, one problem still exists. That is the lack of 
effective task scheduling algorithm to combine the high scheduling efficiency, the 
description of the dynamic characteristics of VO or networks that participate in grid, 
the elusion to the negative influence brought by the dynamics, and also the QoS 
requirement of the task presenter. In fact, 2-Phase Scheduling Strategy certainly 
portrays the dynamics of the network to a certain extent, but because it’s limited to two 
phases (inter-LAN and intro-LAN), it lacks the description of VO with complicated 
layered structure. It can be extended using VO, but compared with LAN the dynamics 
of VO is stronger. Co-RSPB has higher overall scheduling benefits, but the high 
amount of refused requests seriously affects its efficiency; Contrarily, Co-RSBF has a 
low amount of refused requests, but the low overall benefits make it unlikable to be 
selected; Co-RSBFP is only a compromise of Co-RSPB and Co-RSBF, whose 
performance also unsatisfying. Scheduling Algorithm Based on Supply-demand 
Relationship of the Market utilizes the economics theory to analyze the scheduling 
strategy, though quite novel, it controls by "price leverage", its convergence may be 
relatively slow, and not suitable for the fast and changeful application of grid. 

3   The Logical Structure of QoS-Based GRAM 

3.1   Grid QoS 

Grid QoS has its unique characteristics because of the technologies adopted by grid. 
Because grid users only care about QoS of logical resource in VO, we can classify the 
QoS parameters into five categories in VO layer according to their properties [6]: 

(1) System QoS includes resource environment QoS and network QoS, which are 
defined by the service provider. The two types are both environmental factors and 
have influence on grid QoS, but they are not the main decisive factors. So, we can 
abstract and express them as system QoS in VO layer. 

(2) Logical resource QoS is used to depict the QoS parameters for logical resource, 
which are defined by the service provider. It considers synthetically the 
performance of physical resource, load demands of local task and sharing strategy, 
etc. It’s an abstraction of the performance of physical resource in grid environment 
and the main decisive factor of grid QoS. 

(3) Security QoS includes the parameters about the service security level and the 
access control strategy offered by the service provider. The service security level 
QoS is used to meet the user's demands on security. The access control strategy 
QoS is used to meet the provider's demands on security management. Through the 
access control strategy QoS, the provider can not only decides the legal user and 
authorize the seemly right to them, but also maps the security management in grid 
to native platform. In addition, while abstracting service at multiple levels, it needs 
to provide the semantic information about the security management through the 
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access control strategy QoS in order to meet the demands of security QoS 
negotiate. 

(4) Reliability QoS is used to evaluate the reliability of the service information, which 
is offered and maintained by the service provider and VO together. The service 
provider can estimate the possible deviation of information according to those 
uncertain dynamic factors. Based on the estimation, the provider can offer the 
reliability QoS voluntarily to the VO. In order to prevent the cases that the 
provider's estimation is not accurate enough and the provider offer fictitious 
information on purpose, the VO needs to appraise and have final power to make 
decision about the reliability QoS of the service. 

(5) Accounting QoS is used for describing the parameters of the service charge and 
the correlative management strategy offered by the service provider. In grid, the 
fee is needed for using the shared resource. Different service providers may have 
different charge management strategies, or even take different charges to different 
users. While choosing the service, the user has to consider the cost.  

In these five categories of QoS parameters, system QoS and logical resource QoS 
have important influence on grid QoS, so we can also call them functional QoS 
parameters. While applying the service, the user can choose different functional QoS 
parameters, thus he can obtain different QoS results. Security QoS, reliability QoS and 
Accounting QoS are the descriptions of the service’s attribute. They do not have 
decisive influence on grid QoS. They just offer some necessary QoS information to 
users. The user cannot determine the specific value of these QoS parameters, so we call 
them descriptive QoS parameters. 

3.2   The Layered Structure of Grid QoS 

Grid QoS may have different representations to different objects. For example, QoS 
demands put forward by the end user may be a set of specific QoS parameters or only 
some simple descriptions such as bad, general, better or best. While the QoS demands 
on resource is related to logical resource and system, for instance, resources are 
excellent, system response time 180ms, system transmission speeds 2 Mb/s, etc. The 
final QoS parameters are a group of particular numerical values. So the system should 
be able to map the user’s QoS demands to final QoS parameters. Here we can divide 
grid QoS into layered structure, as Figure 1 shows. 

The top of it is the application/grid service layer. In this layer, the service provider 
should define the specific descriptive QoS parameters such as service security QoS, 
reliability QoS and accounting QoS. The provider should also define the simplified 
QoS level, such as bad, general, better, best to meet the user's possible simple QoS 
demands. In order to meet the user's demands on functional QoS parameter, the service 
provider should define the different specific system QoS parameters and logical 
resource QoS parameters. If the service includes some lower-level sub service, the 
provider should abstract the parameters based on the semantic to ensure the 
higher-level service has unified semantic QoS definition. 

The second is virtual organization layer. The QoS parameters in this layer are that of 
the upper layer mapped in VO. To descriptive QoS parameters, each sub service can 
translate them into their own security QoS, reliability QoS and accounting QoS 
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Fig. 1. The Layered structure of Grid QoS 

based on their semantic. To functional QoS parameters, the service provider should 
define each sub service different specific system QoS parameters and logical resource 
QoS parameters, which corresponded to different simplified QoS levels in upper layer. 

The bottom is physical resource layer. The QoS parameters in this layer are that of 
the translation from VO to native platform. Particularly, system QoS is translated into 
resource environment QoS and network QoS, logical resource QOS is translated into 
physical grid resource QoS, security QoS is translated into native security policy, 
reliability QoS is translated into native reliability policy, accounting QoS is translated 
into native accounting policy. 

Because physical resource is transparent to the user, the user can only pay attention 
to application/grid service layer and virtual organization layer. In the hierarchical 
structure model, we express with the broken line that users can choose to put forward 
QoS demands on different layers according to specific needs. In application/grid 
service layer, the user can put forward simply QoS demands, for instance bad, 
generally, better or best etc. In virtual organization layer, the users can put forward 
specific QoS parameters demands.  

Because the relationship of QoS parameters between different layers is defined by 
the service provider, the provider should define the specific QoS parameters in each 
layer. 

3.3   Logical Structure of QoS-Based GRAM 

According to the analysis of the layered structure of Grid QoS, we propose the logical 
structure of QoS-Based GRAM (GRAM-QoS) [7], as Figure 2 shows. The main 
modules are explained as follows. 

Grid Services Market. It provides the way to inquire about grid service for the grid 
user and also to register and publish grid service for the service provider. When the 
provider registers and publishes, they should provide identity certification and 
 



26 J. Luo et al. 

 

Fig. 2. Logical structure of QoS-Based GRAM 

relevant description of service, such as resource demand and QoS demand which with 
particular QoS parameters in different layers. 

Grid Middleware Services. This module is mainly responsible for sign-on, safety 
control, managing user's information and accounting the information about the used 
resource. 

Grid Resource Broker. Resource Information Service Center module is the 
information center of available resource in grid circumstance. It provides information 
about the quality and QoS parameters of the logical resource. The Resource 
Information Provider Service module in Grid resource node offers this information. 
QoS Mapping & Converting module implements the mapping conversion from user's 
QoS demand to particular QoS parameters in different layers. QoS Negotiation module 
in Grid Resource Broker is used for judging whether system QoS and logical resource 
QoS can satisfy user’s demands. The QoS Negotiation module in Grid Resource Node 
judges whether physical resource QoS, network QoS and devices QoS can satisfy the 
user’s demands. When presenting resources cannot satisfy the user’s demand, two QoS 
Negotiation modules should interact with relevant modules and inquire whether the 
user can reduce QoS demand. Resource Monitor module is responsible for monitoring 
the reserved resources. If the QoS parameters of reserved resources cannot satisfy 
user’s demands, the module would get touch with the QoS Negotiation module to make 
new QoS negotiation or choose commutability resource. The Resource Information 
Provider Service module offers the information needed by this module. Error Process 
module processes errors that come from the QoS Negotiation module with the resource, 
which cannot satisfy user’s QoS demands. It finishes the execution of grid service and 
reminds the user. 
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Grid Resource Node. The Resource Information Provider Service module locates in 
Grid Resource Node, which is used for monitoring the QoS information of physical 
resources in grid. It obtains the newest information of resources through the QoS 
Control module, and provides the Resource Information Service Center module and the 
Resource Monitor module with renewed information. If the result of the QoS 
negotiation is that it is able to provide resource that can satisfy user’s demand, the QoS 
Admission Control module would complete tasks such as resources co-allocation, 
conflict detect, deadlock detect and load balance, etc. Then, finally the module will 
finish the affirmation work requested by the user. The Trade Server module is 
responsible for determine the using price and record the information such as the total 
cost of the used resource and the user’s account information etc. The Resource 
Reservation module is responsible for setting resources reservation flag and sending 
grid job to the Waiting-job Pool, waiting to be scheduled. Otherwise, Waiting-job Pool 
should responsible for adjusting the priority of gird jobs dynamically. The Scheduler 
takes charge of the scheduling of jobs in Waiting-job Pool according to particular 
strategy. In general, the priority of local job is higher than that of the grid job. It is 
permitted that the grid job has higher priority when grid job is very close to its deadline. 
The QoS Control module takes charge of the control of all dynamic QoS parameters. It 
adjusts QoS parameters according to the result of QoS negotiation, such as bandwidth, 
buffer size, etc. It should also response the inquiry from the Resource Information 
Provider Service module and renews its state information. 

4   2-Phase Trust-Based Scheduling 

4.1   Definition of Trust 

Grid system is a distributed, dynamic adjustment-enabled computing platform, so the 
trust [8] [9] among the nodes of grid system should also meet the requirements to be 
distributed and adjusted dynamically. Furthermore, considering the model of human 
society, the trust between each node should also include the following two parts: 

 Direct Trust: The trust brought by direct interaction and cooperation between 
source node and destination node, obtained directly from the source node; 

 Reputation: The trust brought by direct interaction and cooperation between 
non-source node and destination node, which will be recommended to the source 
node by other non-source nodes. 

In WAN, since direct cooperation often exists between node i  and node j  in one 
certain progress of computing task, the definition of direct trust from source node i  to 
target node j can be shown as follows: 
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Here, j
kp  is the statistic parameter of node j , N  is the total number of parameters, 

kα  is the weight, jρ  is the systematic crash rate of target node j . 
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The evaluation of statistic parameter j
kp  is very important, and it’s also very 

difficult to ensure that the evaluation is both accurate and rational. For example, we can 
set e

lR  to be estimated response time for the l -th computing, set a
lR  to be actual 

response time for the l -th computing, then the measure of response time for the l -th 
computing, j

lsTimeRe , is  

 
jp1  is the statistic value of every measure of response time j

lsTimeRe , that is 

=
l

j
l

j sTimep Re1 . Objectively view, the more jp1  is, the better the performances of 

node j  on the measure of response time are, and this will also illuminate that node j  
has much more powerful computing ability. But unfortunately, after careful analysis, 
it’s shown to us that the evaluation of estimated response time, e

lR , will do direct effect 

on the measure of response time j
lsTimeRe , and further more, on the evaluation of jp1 . 

Based on it, the estimated response time e
lR  for every computing process may need 

rational and accurate evaluation. 
Reputation is a kind of trust between target node j  and no-source nodes via direct 

cooperation. It’s always recommended to source node by other no-source nodes. The 
definition of reputation can be:  
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Here, =M total number of no-source nodes 1− kβ  is the measure of relationship 

between source node i  and no-source node k , such as the successful cooperation-rate. 
We must point out that the measure of relationship can be dynamically regulable, and 

1=kβ Mk /1=β  initially  

Since trust between source node i  and target node j  consists their direct trust, 
D

jiTrust ),( , and the reputation of target node j , jputationRe , the definition of trust between 

source node i  and target node j , ),( jiTrust , can be shown as follows: 

j
D

jiji putationTrustTrust Re),(),( ×+×= βα      (3) 

Here, α  and β  are the weights of direct trust, D
jiTrust ),( , and reputation, jputationRe , 

respectively. By setting these two parameters, the key factors of the trust between 
source node i  and target node j  can be shown obviously. 

4.2   2-Phase Scheduling 

Since grid computing system is an Internet-based, distributed computing platform, it 
involves not only LANs, but hosts in every LAN also. According to so, when a 
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scheduling is put to a computing task, it must be considered to schedule not only a 
certain LAN with a certain algorithm, but also a certain host in LAN with other 
algorithms. So a certain scheduling process can be divided into two levels:  

 External Scheduling: WAN-scope, the first sub-task level, distributed scheduling; 
 Internal Scheduling: LAN-scope, the second sub-task level, concentrated 

scheduling. 

Notice that, sub-task partition is the most important key technology in grid 
computing system. We always hope that one computing task can be partitioned into 
sub-tasks hierarchically, and every sub-task also can be partitioned linearly. But 
unfortunately, it’s only an idealistic view and it’s always very hard to us to do so. The 
inner main reason is the extreme couplings and relationships between every tasks or 
sub-tasks. Because researches on sub-task partition is not the emphasis of the paper, 
and to simplified our research model, the paper assumes as premises that one 
computing task can be partitioned into sub-tasks hierarchically, and every sub-task also 
can be partitioned linearly. 

External scheduling algorithm works in WAN-slope, and it schedules the first level 
subtasks. By using formula (4), it evaluates the estimated response time e

jR , which 

computing a first level subtask in a certain LAN j  as a node is needed.  
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Here, e
jE  is the estimated execution time which computing this first level subtask in 

LAN j  is needed, and 

=e
jE Total workload of this first level subtask 

/ Computing ability of jLAN            (4.1) 

e
jT  is network transmission time cost of this first level subtask between source iLAN  

and target jLAN , and  

=e
jT (Description of this first level subtask + Description of result of this first level 

subtask)/Measure of network transmission between iLAN and jLAN     (4.2) 
eSch  is the estimated scheduling time cost, and 

=eSch Complexity of algorithm ×  Complexity of Network    (4.3) 

Not importing the mechanism of trust, external scheduler evaluates relevant 
estimated response time e

jR  at first, then sorts every e
jR  in decline order, locates the 

LAN with smallest e
jR , and finally schedules a certain the first level subtask to this 

LAN. 
Internal scheduling algorithm works in LANN-slope, and it schedules the second 

level subtasks. By using formula (5), it evaluates the estimated response time e
jR′ , 

which computing a second level subtask on a certain host j  as a node is needed.  
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Here, e
jE′  is the estimated execution time which computing this second level subtask 

in host j  is needed, and   

=′e
jE Total workload of this second level subtask /  computing ability of jHOST      (5.1) 

e
jT ′  is network transmission time cost of this second level subtask between source 

iHOST  and target jHOST , and  

=′e
jT (Description of this second level subtask + Description of result of this second level 

subtask)/Measure of network transmission between iHOST and jHOST   (5.2) 

e
jQ′  is estimated queuing time cost on one host j . 

Without importing the mechanism of trust, internal scheduler evaluates relevant 
estimated response time e

jR′  at first, then sorts every e
jR′  in decline order, locates the 

host with smallest e
jR′ , and finally schedules a certain second-level subtask to this host. 

4.3   2-Phase Trust-Based Scheduling 

Although the concept of Trust imbibes the merit of descriptions of relativities among 
human beings in our society, the grid computing system is a very complex and 
hierarchical architecture, for it consists of LANs and hosts. 2-Phase scheduling 
algorithm is the right one to show out this hierarchy explicitly. 

Based on the reasons above, we import the mechanism of trust into 2-Phase 
scheduling, and then present our 2-Phase Trust-Based Scheduling Algorithm 
(2PTBSA). Our target is to avoid unstable nodes during computing progress, and to 
enhance the total computing efficiency, by the filtration with the mechanism of trust, on 
the premise of better descriptions of the complexity and hierarchy. The proposed 
algorithm can be described as follows: 

(1) According to 2-Phase Scheduling of Tasks, evaluate the estimated response time e
jR  for every 

LAN j  in WAN-slope; 

(2) Importing the mechanism of trust, evaluate candidate jW  by using formula (6), here LAN i  is 

the right LAN the target node is located;  
e
j

ji
j R

Trust
W ×=
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1
 6  

(3) Sorts jW  in decline order, locate the LAN j  with the smallest jW schedule a first level 

subtask to compute or to deeper (the second level) scheduling; 

(4) According to Internal Scheduling, schedule the second level tasks in every LAN j  located 
(considering relatively reliabilities of hosts and resources in LAN);  

(5) Run a statistic operation on the actual response time a
jR  in LAN j  located, update D

jiTrust ),(  
between LAN i  source node located in and LAN j  target node located in;  

(6) Update kputationRe  of other LAN k ; 
(7) Update ),( jiTrust  between LAN i  source node located in and LAN j  target node located in; 
(8) Redraw resources which computing used, clear all buffers which computing sessions used.  
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5   Conclusions and Future Work 

To get higher efficiency of resource allocation and management and task scheduling 
algorithm in grid computing, this paper, based on the analysis of the related work on 
grid resource management and task scheduling, presents a QoS based structure for Grid 
Resource Allocation and Management System (GRAM) and a 2-Phase Trust Based 
Scheduling Algorithm (2PTBSA).  

After analyzing the 2PTBSA algorithm in detail, it can be concluded that: (1) 
2PTBSA algorithm can reduce the actual response time of one certain computing task. 
The reduction of the actual response time mainly lies on 2PTBSA algorithm, which can 
avoid unstable (or distrusted) LANs and hosts as much as possible during its 
scheduling. (2) Even if it cannot avoid unstable LANs or hosts, 2PTBSA algorithm will 
try its best to avoid the LANs and hosts which crash frequently. The analysis shows that 
the damages caused by few, iterative and concentrated crashes are much more serious 
than the ones caused by a little more, distributed and nonrecurring crash. (3) The effect 
of 2PTBSA algorithm equals the one of 2-Phase algorithm under the condition of 
equipotent crash rates and times. 

In the field of grid resource management, through analyzing the QoS characteristics 
in grid, we propose and set up the layered structure of Grid QoS, which provides a 
reasonable gist for mapping and converting QoS parameters in grid, On the basis of 
analyzing the content of GRAM based on QoS, we put forward the architecture of 
QoS-based GRAM. It provides a reasonable model for the QoS and resource allocation 
management in grid. However, there still remains some work to be improved. Because 
there are many uncertain factors for grid QoS and the relationships among nodes are 
more complicated in grid environment than in traditional networks, how to map, 
analyze and convert the users’ QoS demands to concrete QoS parameters effectively 
will be our next research topic. We plan to design a simulation platform supporting 
Grid QoS to test the usability of GRAM-QoS and enhance its performance. We also 
aim to implement GRAM-QoS on the Globus toolkit. 

Meanwhile, although the 2PTBSA Algorithm can describe the trust level of those 
parameters which can enable the task scheduling to evade unstable nodes and improve 
the efficiency of the whole computational task, those influential parameters in task 
scheduling need to be observed in the extensive network environment for a long time. 
Also, the study on task scheduling about these parameters is still at the simulation and 
emulation stage at present, that is to say we can only simulate the emergence of these 
factors by using some theories such as queuing theory, probability theory, and then 
implement corresponding task scheduling algorithm at these unstable points. 
Considering this, a grid simulation platform, which can estimate the metrics in different 
fields, will be another key point of our future work. 
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Abstract. A key factor in team collaboration is the process followed by 
participants. Planning this process helps teams to accomplish their goals. In 
collaborative design environments, process modeling should be used to make 
the collaboration explicit. In Computer-Supported Collaborative Learning 
(CSCL) research, we have observed that most environments do not provide 
support for the definition of collaborative processes by apprentices and 
facilitators. This support is very important when the approach is based on 
project-based learning (PBL). Planning the interactions and the process of a 
project is a way to stimulate group participants to collaborate, thereby 
promoting interdependency and commitment between the work and the learning 
activities. We present a cooperative project-based learning environment that 
supports facilitators and apprentices in the task of planning their work in order 
to improve awareness about the “learning-how-to-learn” process. 

1   Introduction 

The demand for sophisticated and customizable products, together with competitive 
pressures to reduce costs, will increase considerably over the next decade. Due to 
growing global competition, an increasing number of products has been developed 
through intensive collaboration among people and organizations. As a result, 
collaborative product development (including design, manufacturing, operations, and 
management) has become a new paradigm for today’s engineering organizations. 
Team effort from all project participants (working in harmony with the project goals, 
timetable, and budget) is critical for product design. The need for timely, reliable 
communication is an essential ingredient for team work, which now likely spans 
engineering and manufacturing workgroups that are distributed throughout the 
enterprise and supply chain worldwide [2] [14]. 

Collaborative product development often starts with a complicated process that 
involves groups of designers, manufacturers, suppliers, and customer representatives, 
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each of which has their own objectives. Because of the involvement of many 
stakeholders in decision-making, numerous design conflicts arise at every stage of a 
collaborative engineering design process. Thus, an effective Collaborative Virtual 
Environment (CVE) is required. Collaboration, however, is not as natural and 
automatic as one might think. It needs to be planned and supported even for task-
oriented group activities. The key aspect behind effective collaboration is the process. 

The design of the process involves process planning as the major activity [21]. 
Process planning demands collaborative work, information sharing, and the exchange 
of ideas among multiple parties in different locations. All this requires the skill and 
experience that are acquired when teams work together over time or through specific 
training.  

CSCL (Computer-Supported Collaborative Learning) is a research area that studies 
how groups learn while they interact to perform their educational tasks. Many CSCL 
proposals present systems that provide a project-based learning (PBL) approach. In 
the analysis of these systems, we have observed that many support the execution of 
specific tasks in the context of a project; an environment that is very similar to that 
found in collaborative design. Planning the interactions and the process in a 
collaborative project is a way to stimulate people to collaborate, while promoting 
interdependency and commitment to their work. 

It can generally be observed that virtual training environments do not provide 
support for the definition of collaborative processes, or any support for all the stages 
of a development project, even though many researchers have stressed the importance 
of this feature. One of the main goals of a collaborative learning environment is to 
train people to design their collaboration process. This will help them not only to plan 
their activities in a collaborative environment, but, most importantly, to teach people 
how to collaborate.  

This paper proposes a training infrastructure based on a cooperative project-based 
environment where the main goal is to support team members in the task of planning 
their work in order to improve awareness about the design process. Collaborative 
planning is not an easy task and people should be trained for this in the context of 
Collaborative Virtual Environments [18].  

The paper is divided as follows. Section 2 presents an overview of the 
requirements for a collaborative design environment. In Section 3, we discuss the 
characteristics of CSCL systems and the importance of planning in the Process Based 
Learning approach. Section 4 describes our proposal for providing support to 
collaborative processes. Section 5 presents the results of the experimental work we 
conducted. Section 6 presents our conclusions and future work. 

2   Collaborative Design 

Today many types of organizations, including industry, need to manage their product 
development life cycle and implement change management through collaborative 
engineering. Product design takes place in a collaborative environment, through real-
time information exchange among engineering and manufacturing teams, suppliers, 
customers and partners [21]. Collaborative engineering and project management can 
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be carried out in collaborative virtual environments where the teams exchange data 
such as project plans, documents, and product structures. 

Collaborative virtual environments have been used for product and system design, 
and manufacturing activities, providing simulation, viewing, reviewing, and iteration 
of parts, etc. Collaborative virtual tools give program designers, engineers, 
developers, maintainers, trainers, and even eventual users with an expanded capability 
to concurrently make manufacturing design more productive and efficient. 

Collaborative environments facilitate not only engineering excellence, but also 
purchasing, manufacturing, and logistic efficiencies throughout the supply chain. By 
streamlining the flow of information between each member of the project, 
Collaborative Design helps organizations drive innovation at a faster pace. Questions 
or issues about the optimal design of a product can be quickly identified and resolved. 

A large number of papers on distributed collaborative design and Internet-based 
education have been published. Numerous commercial products are also available on 
the market, which implement partial features of distributed collaborative concepts 
[23]. Sun and Gramoll studied the area and observed that research on distributed 
collaborative design falls into two categories: the first offers theoretical models, and 
the second implements the idea of distributed collaborative design in a practical way. 
The authors describe and compare the most important applications found in the 
literature [23]. 

Pahng, Senin and Wallace proposed a distributed object-based modeling and 
evaluation framework (DOME) for product design [15]. The goals of DOME are to 
link distributed design modules, to aid designers in evaluating the system 
performance with different design alternatives, to seek optimal solutions, and to make 
design decisions. Case and Lu proposed a discourse model used in software 
environments that provides automation support for collaborative engineering design 
[4]. The model treats interactions between designers as a discourse process. 

Lee, Kim, and Han developed a prototype to implement web-enabled feature-based 
modeling in a distributed environment [12]. Cybercut is a web-based design system 
for manufacturing, which was developed at the University of California, Berkeley 
[22]. It provides Internet-based services such as design-for-manufacturing CAD, 
Computer Aided Process Planning (CAPP), and access to an open architecture 
machine tool for manufacturing of mechanical parts. Mori and Cutkosky proposed an 
agent-based prototype implementation in the design of a portable CD player [13]. To 
seamlessly share CAD information throughout an enterprise, major CAD suppliers 
have introduced a software system called Product Development Management [8], 
[16], [17]. This software system extends CAD data not only to non-design 
departments of companies such as analysis, tooling development, manufacturing, 
testing, quality control, sales and marketing, but also to the suppliers and partners of 
these companies. 

Sun and Gramoll [23] assert that in addition to conducting the design of real 
products over the Internet, virtual environments can also support engineering 
education and organizational training. 

One of the most important facilitators of the collaborative aspects of manufacturing 
and design is the virtualization of the process components. This virtualization requires 
support technologies and, most importantly, a real collaborative environment. 
Collaboration, however, requires more than support technologies, which are currently 
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provided by groupware. Collaboration requires both attitude and team awareness from 
the participants.  

A collaborative attitude is a cultural matter. It needs to become part of participants’ 
way of thinking in order to produce a collaborative environment. Only extensive 
training and drilling can achieve this. On the other hand, the participants’ 
collaborative attitude also requires support from the system. Participants need to be 
aware of each other’s activities. When activities are made explicit to all participants, 
they become aware of their interdependencies and the need for collaboration. This is 
required not only for the planning stage, but also during the process enactment. 

3   Planning the Process in Project-Based Learning 

The pedagogical work with projects portrays a posture through which the facilitator 
organizes learning situations based on the apprentices' spontaneous and significant 
discoveries. This induces the apprentices/authors to think about their actions and 
become capable of developing and creating a product that reflects their learning 
process, synthesizing the knowledge that is built [5], [10]. The foundation for the 
method is situational learning [3], [11]. In this method, the apprentice builds 
knowledge, attributing his/her own meaning to the contents, and the transformation of 
data that comes from different sources is understood from common sense. 

In a project, learning occurs by interaction and articulation among different 
knowledge areas in order to foster the construction of autonomy and self-discipline. It 
also aims to develop abilities for working in teams; abilities such as decision making, 
facilitation of communication, problem formulation and problem solving. A project 
can be described as a process that is divided into stages that are related to each other, 
forming a flow of work. Each stage is made of the performance of one or more 
activities. It has specific objectives and generates some kind of product. These 
activities should stimulate information sharing and knowledge building [6].  

During the flow of work, the following goals can be achieved: (i) maintenance for 
the collaborative posture, awareness of each other’s responsibility for work in the 
group; (ii) an understanding of each stage’s goals in the global context; (iii) 
motivation for the maximum interaction among the participants. At the operational 
level, a project’s flow of work consists in the preparation, implementation, and 
posterior performance of educational activities by apprentices interacting in groups. 
Thus, the clear definition of the activities in a project is essential to establish the 
positive interdependence required to stimulate the collaboration. In a collaborative 
learning environment, the facilitator and the apprentices should have the means to 
define educational processes, to configure different scenarios and projects, and to 
obtain support, through the available tools, in the accomplishment of their tasks.  

For George and Leroux [7], a project should be structured over time and divided 
into successive stages, forming an action plan. The careful planning of the activities is 
necessary to provide the project with a temporary structure and the description of 
human activities as the actions performed through operations help the understanding 
of the fundamental role that the planning has in human cognition. The planning based 
on previous experiences advances the results of the actions; nevertheless, these 
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anticipations should be implemented and adjusted according to the real situational 
conditions [9], [24]. 

A workflow model can be useful to represent the flow of activities. A typical 
workflow system helps to define, execute, coordinate and monitor the business 
processes in an organization. Therefore, the system should contain a representation of 
the activity structure and the work procedures. This representation is usually a 
sequential or hierarchical decomposition of an activity into tasks, which is built 
separately from the execution of the activity. Van der Veen et al. [25] carried out 
experimental studies and concluded that the use of workflow systems as a support to 
project-based learning enhances the educational goals. 

In contrast to this classic model, Bardram [1] states that instead of supporting the 
information routing, the process in workflow systems should mediate the reflection 
and anticipation of appealing events in the work. Thus, a planning tool should support 
the construction, change, execution, and monitoring of the collaborative activities 
throughout their development. 

In our approach, we have used the concepts of a collaborative process in the same 
way as they are defined in workflow systems. However, we have focused mainly on 
the planning of the project, the definition of the interactions among the group 
members, the definition of responsibilities, and the strategies for the solution of the 
problems. In the case of educational processes, there is a commitment to the learning 
of assimilated concepts. Therefore, it is necessary to count on the facilitators' 
experience to plan the projects and to think of situations that stimulate the apprentices 
to work in a collaborative way. It is also necessary to lead the apprentices to consider 
hypotheses of solutions for problems defined in the projects, to discuss and ponder 
them, and to generate final products being aware of the process performed by them in 
order to achieve their goal. 

4   COPLE: Cooperative Project-Based Learning Environment 

The CSCL infrastructure called COPLE – Cooperative Project-Based Learning 
Environment – has implemented the proposed ideas about the design of learning 
processes [19]. The core of COPLE is a process server that is responsible for the 
execution of the process and works as a workflow machine. An editing tool is 
necessary to design the collaboration processes (Figure 1). The definition of the 
activities and their execution flow allows for the design of the interaction between the 
participants of the process and the products generated during the project development. 
The design allows project leaders to have a good understanding of the processes and 
also to monitor the executors’ work. 

COPLE was supplied with a Cooperative Process Editor (COPE) to design the 
collaboration processes. COPE adopts standard symbols and conventions to represent 
the process components: activities, roles, agents, flow, rules, descriptions, and the 
relationships among them. The process server interprets the model, starts the process 
execution at the beginning of the project, and maintains the relevant information 
about the process activities. The main interface of COPE (Figure 2) presents the 
shared space for the graphical edition of the process.  
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COPLE – Cooperative Project-Based Learning Environment 
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Fig. 1. The Representation of the COPLE Architecture 

A process is a flow of activities. The participants should describe each activity in 
detail in the COPE groupware tool as shown in Figure 3. Each activity should be 
configured by defining its attributes and characteristics. A general description of the 
activity as well as its duration and type should also be configured. 

COPE provides the definition of rules, resources, and role assignment. Roles are 
selected from a pre-defined list.  These roles associate members with specific tasks. 
Tasks can be paired with a supporting tool and a document that will be handled by the 
tool.  
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Fig. 2. An Example of Educational Process Design using COPE 
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Fig. 3. Activity Configuration in COPE 

After discussing all the issues related to the process, the group members agree on a 
single process definition. This definition represents a contract that establishes how 
they will work together. The explicit representation and the understanding of 
individual responsibilities help participants learn how to collaborate. They learn the 
topics and concepts of the subjects being taught as well as the issues that are related to 
project development and interdependency. 

The process describes the strategy of the group’s interaction for reaching the final 
product taking into account everyone’s contribution and participation. The importance 
of the transition from individual tasks (I) to group tasks (G) is highlighted, making the 
performance of each group member clear. At a certain point, the work is divided into 
parts. However, each part requires total group involvement because the entire group 
generates ideas for further elaboration. Processes used in previous projects can be a 
good source of learning for the groups. They should be considered as part of the 
group memory and can be reused, refined, and adopted by other groups. 

After the group members and facilitators define a process, they can start working. 
They access their individual Work Lists (Figure 4), where they can find the 
information that is relevant to the tasks they need to perform. They can also access the 
supporting tools to help complete their tasks. The items that appear in these Work 
Lists are the activities assigned to the participant at that particular time. When the 
participant completes the activity and informs the system, the process server executes 
the next process step and then presents the next tasks to be carried out to group 
members. This is repeated until the process has been completed. 

Specific groupware tools, such as the Cooperative Text Editor [20], support some 
activities in a project. Apprentices use these tools to build products, discuss related 
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Fig. 4. Access to the Activities through the Work List 

issues and save their findings, as they work together to reach their goals. The group 
also has a message and chat system to communicate and interact within the integrated 
environment. The group interaction is directly associated with each activity and its 
products. 

Collaborative tools can be evoked from the Work List Interface, which starts a 
specific work session automatically, in order to manipulate the product (document) 
that is related to the activity. All the tools are integrated in the COPLE environment; 
therefore, the activities and interactions performed can be traced. The entire group 
also shares all documents, which helps to build and evaluate the project memory. 

5   Results from Case Studies 

Four case studies were carried out in regular classes at three different universities in 
order to perform a preliminarily evaluation of our approach. Our main assumption 
was that by fostering discussion and defining the working processes, the collaboration 
among group members would improve. In all four cases, we proposed that the groups 
develop projects that deal with the design of a solution to a stated problem, the 
discussion of questions related to it, and the writing of a report about their findings 
and their conclusions. We had some groups working under an explicit defined process 
and others working in an ad-hoc manner.  

We attempted to evaluate the level of collaboration among the group members 
during the project development using four aspects: communication, collective 
knowledge building, coordination and awareness. The analysis was mainly 
qualitative.  
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Communication is related to the quality of messages exchanged among the 
participants. Collective knowledge building refers to the process of sharing ideas and 
building an artifact together. It was evaluated by observing the participants’ 
contributions to discussions and in the resulting document. We also considered the 
comments and the suggestions from other members as contributions. Coordination 
refers to the ways in which groups articulate and design their strategies to solve a 
problem. Awareness is the perception that a member has of the other members’ 
activities, their participation and the way the entire group carried out the work.  

Table 1. Summary of Results 

Six groups of four people geographically distributed: three groups had explicit 
processes and the others did not. They were asked to choose the coordinator. The 
facilitator defined the work processes and presented it to the three groups. The 
groups worked without much support from the facilitator. 

1st Case Study 

 Groups with well-defined processes present better results, regarding the 
amount of interaction and the contribution to the final product. 

 The texts that were produced by the groups reflected the number of  
contributions, but it was not possible to identify the relationship among 
them. 

One group had to define their work process alone and recall all information about 
the development of their tasks. They did it alone, without the facilitator’s 
intervention. 

2nd Case Study 

 The group reported the feeling that defining a work process and following 
their initial planning had contributed to improving peer collaboration. 

 In the questionnaires answered by the participants, there was evidence of 
the occurrence of individual contributions through discussions and 
interactions during the construction of the text. 

Each of the two groups were asked to develop two similar projects. At first, they 
worked in an ad hoc manner. In a second occasion, they used COPLE to plan and 
perform their processes. The facilitators helped the apprentices to define their 
processes. 

3rd Case Study 

 The results, particularly from Group 2, showed collaboration promoted the 
evolution from an ill-defined project to a well-defined project. The 
coordination helped the participants to establish better relationships with 
each other and greater commitment to their work. 

 The relationships among individual contributions were higher in the second 
project for both groups, where the groups had explicitly designed their 
working processes. 

Six groups of four people working together in a lab: three groups had explicit 
processes and the others did not. The facilitator helped the apprentices to define 
their processes and suggested forms and rules of interaction among the 
participants in the group. 

4th Case Study 

 The groups that used explicitly defined processes presented higher levels of 
collaboration than the groups that worked without following a process. The 
three groups with defined processes generated higher quality products. We 
believe that this was due to a higher number of contributions. 

 The groups that had planned their work presented better results in the co-
building of the text, both in quality and in length. 

 
Interaction data were obtained from the environment and the participants filled out 

a questionnaire after the completion of the project. With these two instruments, we 
tried to assess the individual satisfaction and their perception of the collaboration 
level. 
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The composition of the groups, the nature of the task, the collaboration context, 
and the infrastructure for communication are key points for successful collaboration 
in groupware. In all four case studies, the tasks were similar; all of them involved the 
collective production of texts. However, the work processes for each group were quite 
different. 

Although the groups consisted of people with similar academic skills, we observed 
great differences in their work dynamics. Individual characteristics have a strong 
influence on groups. Therefore, environments should stimulate and exploit the 
individuals’ characteristics in order to improve the quality of the work. We also tested 
the presence/absence of the coordinator’s/facilitator’s support. A summary of the 
results is presented in Table 1. 

In general, we observed that communication within groups with a detailed 
designed process presented a higher number of messages. This suggests that 
interaction was intense in these cases. Participants were conscious about their goals 
and roles in the project, and they also knew when, how, and with whom to interact in 
order to accomplish their tasks. 

These observations suggest that the mechanisms for the definition and follow-up of 
processes really help to stimulate collaboration in work groups. However, interaction 
based on collaboration support technologies has not yet been widely used. In COPLE, 
the mechanisms for structuring and representing knowledge, such as a typology for 
chats and messages to aid communication, are still being implemented. If these 
mechanisms were present, they would improve the understanding of the tasks, the 
relationship between contributions, the communication between group members, and, 
consequently, the level of collaboration. 

6   Conclusions and Future Work 

The findings of the case studies have confirmed our approach and provided the basis 
for new research in the CSCL area. It is important to continue our research to be able 
to generalize the results achieved so far. Formative evaluation, such as the one used in 
our work, can bring valuable preliminary results. In spite of the size limitation of the 
case studies, many problems have been revealed and can be resolved in future 
experiments. 

The general conclusion is promising as far as the confirmation of the hypothesis 
about the relationship between the process design and the level of collaboration. We 
have addressed the main issues and that we have succeeded in resolving some 
problems in project development and in stimulating collaboration using a simple 
workflow mechanism. We intend to continue using the COPLE environment to 
analyze its applications in other situations, by presenting new problems to apprentices 
and also using different facilitators. 

The challenge for designers of collaborative learning systems is to create the 
computational support that allows apprentices to follow the necessary paths for the 
development of the proposed project. If this is attained, it would provide a theoretical 
and practical perspective for relating educational objectives and technical innovations. 
The study of interactive strategies among apprentices' groups and the integration of 
collectively built knowledge should also be included. The approach described in this 
paper is a first step towards combining these two dimensions. 
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Abstract. The concept of context can be advantageously applied to the 
Computer-Supported Cooperative Work field. The term awareness has 
traditionally been used in this area without explicit association to context. This 
paper attempts to clarify the relationship between these two concepts. In 
particular, a framework is proposed to understand context and awareness as 
connected to other concepts used in group work as well. The framework is 
useful to consider some groupware systems from the perspective of context and 
to obtain some insight on possible improvements for users. Two examples 
illustrate the application of the framework. 

1   Introduction 

The concept of context has not been well understood in the Computer-Supported 
Cooperative Work (CSCW) field. Context has been used in several publications in the 
area, but with several different meanings associated to it [8]. CSCWD (Computer-
Supported Cooperative Work in Design) is a good example where context plays a role 
in the specialization of an area. Specialization, in this case, means the knowledge 
related to applying CSCW techniques in the area of Design. Nevertheless, 
contextualization seems so natural that people often lose sight of its real significance. 

The meaning of the context concept depends on the subject area [6], [13]. On the 
one hand, there have been several conferences on modeling and the use of context 
since 1997 [7]. These events deal with aspects of context at the highest level of 
knowledge and reasoning. However, this approach rarely takes the practical aspects of 
context in real-world applications, such as collaborative work, into consideration. On 
the other hand, in CSCW articles, several issues point to context without referring to 
it as such. Context has been applied in group work and is usually associated with 
awareness mechanisms. Few groupware systems use the context concept to guide 
design decisions, leaving it to be processed mostly by users. Most misunderstandings 
are caused by not explicitly recognizing and representing the notion of context and its 
association with other elements of groupware systems.  

We present a framework for understanding the concept of context in group work, 
and we also discuss the application of context in the area of CSCW. Our aim is to 
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guide the designer to the systematic use of context when developing an application 
[3]. We believe this model can be useful not only to understand the use of contextual 
information but also to relate components of groupware systems.  

This paper is structured as follows: Section 2 reviews the concept of context; 
Section 3 presents a framework for understanding how groupware issues relate to 
context; Section 4 presents the groupware model for awareness mechanisms [3]; 
Section 5 uses the model to show cases where groupware fails in dealing with this 
concept; and  Section 6 presents our conclusions. 

2   Context 

Context in real life is a complex description of knowledge about physical, social, 
historical, or other circumstances within which an action or an event occurs. Access to 
relevant contextual information is required in order to understand many actions or 
events. Understanding the “opening a window" action, e.g., depends on whether a real 
window, or a window on a graphical user interface is referred to [17]. It is possible (i) 
to identify various context types, and (ii) to organize them in a two-dimensional 
representation: vertically (i.e., depth first), from more general to more specific; and 
horizontally (i.e., width first), as a heterogeneous set of contexts at each level [5].  

In the vertical representation ("depth first"), there are different contexts defined by 
their level of generality, mainly in highly organized systems. For example, the context 
of a building is more general (a higher level) than the context of an office. Contexts at 
a higher level contain general information, while contexts at a lower level contain 
more specific information. A context is like a system of rules (constraints) to identify 
triggering events and to guide behaviors in lower contexts. Based on Brézillon [4], it 
can de observed that a context at a general level contains contextual knowledge. The 
application of rules at more specific levels develops proceduralized contexts. A higher 
context is like a frame of reference for the contexts below it.  

Fig. 1. Contextual knowledge and proceduralized context [6] 

Each actor has its context in the horizontal representation ("width first"). The user's 
context contains specific information; for example, the results of a meeting with a 
customer, the reasons for changing offices, etc. The context of a communicating 
object contains knowledge about its location, and how to behave with the other 
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communicating objects. Thus, at a given level of the context hierarchy, there is a set 
of heterogeneous contexts. 

Pomerol and Brézillon [16] distinguish between the non-relevant and the relevant 
parts of the context for each step of a task. The non-relevant part is called external 
knowledge. The relevant part is called contextual knowledge. At a given step, a part of 
the contextual knowledge is proceduralized. The proceduralized context is the part of 
contextual knowledge that is invoked, structured and situated according to a given 
focus (Figure 1). Proceduralization means that people use contextual knowledge in 
functional knowledge or causal and consequential reasoning. This proceduralization 
fulfills the need of having a consistent explicative framework to anticipate the results 
of a decision or action. This consistency is obtained by reasoning about causes and 
consequences in a given situation [14].  

There are several views of context: context as conceptual drift (a context engine); 
context as a medium for the representation of knowledge and reasoning; context as 
what surrounds the focus of attention, etc. All these context concepts have been 
formalized and used in knowledge-based applications. However, these views are 
rather isolated. An analysis of shared context and its use in group work is also 
necessary. In the following section we present a framework that can be considered as 
a first step towards this goal. 

3   Understanding Context in Group Work 

A context may be seen as a dynamic construction with five dimensions: (1) time, (2) 
usage episodes, (3) social interactions, (4) internal goals, and (5) local influences [10]. 
Although the contextual elements in some situations are stable, understandable, and 
predictable, there are some situations where this does not occur. Cases having 
apparently the same context can be different. In order to reduce this, we use a 
conceptual framework whose objective is to identify and classify the most common 
contextual elements in groupware tools [18]. The goal of this framework is to provide 
guidelines for research and development in groupware and context. 

 According to McCarthy [11], the size of the contextual dimension is infinite. Thus, 
the framework considers only those contextual elements that are most relevant to 
task-oriented groups, i.e., contextual knowledge and proceduralized context [4]. The 
contextual information is clustered into five main categories: (1) people and groups, 
(2) scheduled tasks, (3) the relationship between people and tasks, (4) the 
environment where the interactions take place and (5) the tasks and activities that 
have already been completed. These clusters were borrowed from the Denver Model 
[19]. In synchronous environments, group members need to work at the same time; 
however, in asynchronous environments there might be a time lag between 
interactions. The needs of each type of environment are different, especially those that 
are related to contextual information [15].  

The framework is a generic classification of contextual elements. It does not cover 
the peculiarities of a certain domain nor does it apply to a specific type of groupware.  
This generic framework is a starting point for a classification of contextual elements 
in specific domains, where new contextual elements may be considered relevant.  
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The first category provides information about the group members; it contains 
information about the individuals and the groups they belong to. The knowledge 
about the group’s composition and its characteristics is important to be able to 
understand the potential ways in which the project or the task will be developed. This 
knowledge encourages interaction and cooperation [15]. This category is sub-divided 
into two types of context. The individual context carries information about each of the 
individuals who are members of a group. The group context data is similar to the 
aforementioned, but relates to the group as a whole. It includes the composition of the 
team, its abilities and previous experience as a group, and the organizational structure. 

The second category provides information about scheduled tasks. Independently of 
how the interaction occurs, the group members need to be acquainted with the task 
characteristics. Task context is the name given to this context. Its goal is to identify 
tasks through their relevant characteristics: the task name, its description and goals, 
the deadline, the predicted effort, the technology, and other requirements. 

The third category provides information about the relationship between the group 
members and the tasks. The goal of this category is to relate the action of each group 
member and the interaction s/he is involved in. This interaction begins with an 
execution plan, goes through a sequence of actions required to carry out the plan, and 
terminates when the task has been completed. If the interaction is interrupted before 
the task is completed, the reasons for the premature termination also form part of the 
context and are relevant to understanding the reason for the interruption.  

This category is sub-divided into two types of contexts: the interaction context and 
the planning context. The interaction context consists of information that represents 
the actions that took place during task completion. When the interaction is 
synchronous, the details of the activity must be known at the time that it occurs. When 
the interaction is asynchronous, the overview of activities is what is most relevant.  

The planning context consists of information about the project execution plan. This 
information can be generated at two different points. For ad-hoc tasks, the 
information appears as a result of the interaction. For scheduled tasks, it is generated 
at the time of the plan, i.e.; when the tasks are defined and the roles are associated to 
them. The planning context can include rules, goals, deadline strategies, and 
coordination activities.   

The fourth category provides information on the environment. It represents the 
aspects of the environment where the interaction takes place. It covers both 
organizational issues and the technological environment; i.e., all the information 
outside the project (but within the organization) that can affect the way the tasks are 
performed. The environment gives further indications to group members about how 
the interaction will occur; for instance, quality control patterns are part of this context. 
This context also includes strategy rules, policies, financial restrictions and 
institutional deadlines.  

The last category provides all the information about tasks that have already been 
completed. The goal of this category is to provide background information about the 
experiences learned either from the same group or similar tasks performed by other 
groups. It should include all contextual information about previous projects. The 
framework refers to this set of information as “historical context”. This information is 
important for understanding errors and to be able to apply successful approaches from 
previous projects to current tasks. It can also be used out of the context of a project to 
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provide insight into working practices and team cooperation. A summary of the 
framework is shown in Table 1.  

Table 1. Conceptual framework for the analysis of context in groupware [18] 

Information 
type 

Associated 
Contexts  

Goals Examples of 
contextual elements 

Individual 
(Synchronous & 
Asynchronous) 

To identify the participants 
through the representation of 
their profiles. 

• Name 
• Previous experience 
• Working hours Group 

Members Group 
(Synchronous & 
Asynchronous) 

To identify the group through 
the representation of its 
characteristics 

• Members 
• Roles  
• Organizational Structure  

Scheduled 
Tasks 

Task 
(Synchronous & 
Asynchronous) 

To identify the tasks through 
the representation of their 
characteristics. 

• Goals, deadlines  
• Estimated effort  
• Activities 

Interaction 
(Synchronous) 

To represent in detail the 
activities performed during the 
task completion.  

• Exchanged messages  
• Presence Awareness  
• Gesture awareness  

Interaction 
(Asynchronous) 

To represent an overview of 
the activities performed during 
the task completion.  

• Artifacts generated  
• Activities completed  

• Author  
• Results 

Relationship 
between 

people and 
tasks 

Planning 
(Synchronous & 
Asynchronous) 

To represent the execution 
plan of the task to be 
performed. 

• Interaction roles   
• Rules 
• Strategies  
• Procedures 

Setting 
Environment 

(Synchronous & 
Asynchronous) 

To represent the environment 
where the interaction occurs; 
i.e., characteristics that 
influence the task execution. 

• Quality patterns  
• Policies 
• Financial constraints  
• Standard procedures  

Completed 
Tasks 

Historical 
(Synchronous & 
Asynchronous) 

To provide understanding 
about tasks completed in the 
past and their associated 
contexts. 

• Task Name 
• Versions of the artifacts 
• Contextual elements 
• Working Plan 

4   Context and Awareness in Groupware 

Proceduralization of context involves the transformation of contextual knowledge into 
some functional knowledge or causal and consequential reasoning in order to 
anticipate the result of actions [16]. When people work as a group, context becomes 
especially relevant. Not only do individual contexts need to be proceduralized, but so 
does the group context. As described in the framework, group context is not simply 
the union or intersection of individual contexts. For instance, a specific person may 
work differently with a certain group of colleagues than with another one. 

How is context processed when doing group work? Fig. 2 shows our proposed 
model. It is basically a knowledge processing procedure. People create knowledge 
individually. It is then communicated to the rest of the group as well as being 
presented in a User Interface (UI) and eventually stored. The generation step consists 
of a person contributing information to the group. This information could be contents 
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for the group’s output or it could be related information, such as questions, 
suggestions, or proposals. Part of this knowledge is stored to satisfy the condition “all 
contents must be saved”. 

The capture step consists of procedures to gather some physical data from the 
generation step. For instance, in the case of joint text editing, the movement of the 
user’s mouse may serve as an indication of which part of the document the user is 
working on. In another example, a camera can capture the physical movements of a 
person; these movements might be important for another user, who may be wondering 
why the first person is not answering his/her questions.   

Fig 2. Context knowledge processing in group work [3] 

The awareness step consists of the processing of information to be communicated 
to the other participants [9]. Note that it has several inputs. The first input is 
information from the generation step. An example would be a contribution that has 
just been written by a group member. This information needs to be transformed in 
some way, perhaps summarized or filtered to make it available to other people. In 
fact, this step takes into account the processing specifications given by individual 
users. Another type of input is from the capture step. Again, this information will 
probably be processed to avoid information overload. The awareness step also 
receives information from the storage step. This occurs, for example, when an agent 
decides to distribute a summary report on recent work in asynchronous systems.  
Finally, it should also be noted that there is a group context that is received as input. 
This represents important information that is needed to process the rest of the inputs. 

The visualization step generates the user interface. It provides users with a physical 
representation of knowledge: icons, text, figures, etc. Input to this step can come from 
the generation procedure: the physical feedback a user receives when s/he contributes 
to the group.  

Capture, storage, awareness and visualization are all processing steps that are 
performed by the system on the basis of users specifications and pre-established rules. 
Besides generation, there is another human processing step: the interpretation process. 
The person performs this step by visualizing the information and combining it with 
his/her individual context to transform it into knowledge. This is needed by the person 
to generate new contributions to the group and close the cycle of processing context.  
A person might need some information from storage and can request it; this petition 

Generation
(knowledge construction) 

Capture 
(sensors)

Storage
(persistency) 

Awareness 
(mechanisms) 

Visualization 
(user interface) 

Interpretation 
(internalization) 

group context 

Individual context 

Individual context
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might be as simple as a mouse click on a button on the UI or it might be a complex 
query specification. 

5   Contexts and Awareness in Practice 

We use two groupware systems to illustrate the use of the framework and the 
contextual knowledge model: SISCO [2], a meeting preparation asynchronous system 
that is intended to support the group discussion occurring before an actual meeting; 
and CO2DE [12], a cooperative editor that handles multiple versions as a way to deal 
with conflicting views. Both systems support groups working with a common task. 
SISCO provides the organization of opinions about agenda items, and CO2DE 
provides one or more versions of a collaboration diagram in a software engineering 
project. Neither of the systems explicitly supports context, but they both use several 
context elements to support group work.  

Notice that making context explicit is a way to remember, not only the way in 
which a solution was developed, but also the alternatives at the time of solution 
building, existing constraints, etc. Thus, awareness is achieved by comparing the 
context used at that time with the current context.  

If the goal is to find a solution, it is also important to account for individual 
contexts. A specialist might propose a solution from his/her field of domain. Yet, 
another specialist may give constraints. In such a case, the first specialist will modify 
his/her context from the pair (problem, solution) to the triple (problem, context, 
solution). By working together, each person will be able to share more knowledge 
with the other members. Thus, their individual contexts will have a non-empty 
intersection, making their interaction short and efficient.  

In SISCO, since the goal is to have a broad discussion, the selection is based on the 
contextual knowledge that each participant has about the meeting agenda items, as 
well as the diversity of individual contexts. The contributions are shared among group 
members to reduce repetitions and also to increase the quality of the contributions by 
making other participants’ ideas explicit. This sharing promotes the internalization 
and idea generation processes. Since a repetition occurs when a person is working 
individually, the awareness step is dropped. The capture may still be needed, but it 
becomes trivial, and will probably just be presented on the UI. 

SISCO must provide persistency of contributions to the discussion as well as 
awareness of the discussion contents. Whenever a member logs in, the system 
generates a schematic view of the discussion contents, indicating what is new to 
him/her. This keeps the contextual knowledge uniform among group members even 
when they have not connected to the system for long periods. Perhaps no one has 
complete knowledge of the contributions. Thus, the system must make contributions 
persistent and provide awareness mechanisms to allow users to update their individual 
contexts with the group context that are represented by the set of contributions. 

The task context covers as much of the wide range of options and arguments 
related to the agenda items as possible. During the discussion, which is supported by 
SISCO using an IBIS-like argumentation model, most contributions are based on 
participants’ individual context. Thus the authorship provides some hints about the 
associated context. SISCO also encourages participants to express not just their own 
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views, but to express those that are logically consistent with the task context. In this 
way, the system attempts to disassociate opinions from individual contexts and move 
them towards the task context. One way of achieving this is by removing authorship 
from the contributions. 

Another way of supporting task context is through the definition of roles. When 
playing a role in SISCO, an individual is given a narrower context with specific 
awareness mechanisms. For instance, the coordinator role is provided with a 
participameter, a widget that informs about the level of participation in the discussion 
[1]. The participameter is considered a kind of group or task context and provides the 
coordinator with elements to decide on what to do. For example, when the 
participation level in a certain item is low the possible actions to be taken are: remind 
people, promote discussion, or even drop the item.  

 

Fig 3. CO2DE user interface [12] 

The CO2DE editor allows for individual contexts to be joined into a single diagram 
by providing a synchronous cooperative edition feature and a WYSIWIS interface 
(Fig. 3). Although this also allows asynchronous interaction, it does not focus on it. 
The diagram functions as the memory of the latest group context, which is the union 
of individual contexts. However, the context notion is not explicitly treated by 
CO2DE.  

When conflicting views arise in a diagram, most cooperative editors encourages 
users to reach a consensus by means of a communication mechanism, e.g., a chat. 
CO2DE deals with conflicts in a different way. It allows several versions of the 
diagram to co-exist. It organizes the versions into a tree to associate each version to 
its origin, its alternative versions resulting from the conflict, and its further 
decomposition originated from another conflict. In none of these cases, however, does 



 Groupware System Design and the Context Concept 53 

 

the system represent contextual information; e.g., the conflict and the assumptions for 
a version. This information is kept within each individual context and is not stored. 

During the elaboration of the diagram, several versions may co-exist. It is left to 
participants to solve the conflicts and express the resulting consensus in a single 
version. The CO2DE approach has the advantage of allowing users to represent their 
views in a more comprehensive format, since a single conflict usually involves 
several elements of the diagram. It is like discussing two or more options using the 
complete picture, instead of discussing each element one at a time. Another advantage 
is the representation of the work evolution by means of a set of step-refined versions. 
The approach also supports a mental comparison of two alternatives. With a simple 
click of the mouse the user can rapidly perceive the differences between diagrams. 

The framework presented in this paper indicates a potential for improvement to 
CO2DE. When many versions of a diagram are present, it is desirable to have the 
rationale for each version stored with it, since even its creator may forget what it was. 
This context is not awareness information. The system should be extended to handle 
these explanations and allow the user to retrieve them by clicking on a specific button 
in the version representation. This is equivalent to the “requesting additional 
information” arrow from “Interpretation” to “Storage” in Figure 2. 

6   Conclusions 

The study of context and CSCW has largely been done independently. Perhaps this 
has not been beneficial for groupware designers, who might profit from research in 
contexts. This framework may be a first step in narrowing this gap by relating the 
concepts of context and groupware. The model representing how the awareness 
mechanism can carry contextual information illustrates how the notion of context is 
related to other widely used terms in CSCW, such as user interfaces, automatic 
capture, knowledge construction and storage.  

The context process model presents group work as a knowledge-processing task 
that has some activities that can be performed by a machine as support to the human 
tasks. This dataflow-type modeling is novel. The presentation of context as 
knowledge flowing among different processing activities is also new. 

The framework and the model can be applied together to obtain some insight into 
certain groupware designs. By considering context as knowledge that can be applied 
during group work, there can be a wider perspective than just focusing on the 
information provided to users by awareness mechanisms. Other groupware designs 
would probably be suitable for analysis and improvement from this viewpoint.  
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Abstract. In this paper, we propose Subtask-based Authorization Service (SAS) 
architecture to fully secure a type of application oriented to engineering and 
scientific computing. We minimize privileges for task by decomposing the par-
allel task and re-allotting the privileges required for each subtask. Community 
authorization module describes and applies community policies of resource 
permission and privilege for resource usage or task management. It separates 
proxy credentials from identity credentials. We adopt a relevant policy and task 
management delegation to describe rules for task management. The ultimate 
privileges are formed by the combination of relevant proxy credential, subtask-
level privilege certificate and community policy for this user, as well as they 
conform to resource policy. To enforce the architecture, we extend the RSL 
specification and the proxy certificate, modify Globus’s gatekeeper, jobman-
ager and the GASS library to allow authorization callouts, and evaluate the 
user’s job management requests and job’s resource request in the context of 
policies. 

1   Introduction 

Grid computing [1] has been widely accepted as a promising paradigm for large-scale 
wide-area distributed computing in recent years. One goal of Grids is to provide easy 
and secure access to the Grid’s diverse resources. Grid infrastructure software such as 
Legion [2] and Globus [3] enables a user to identify and use the best available re-
source(s) irrespective of resource location and ownership. However, realizing such a 
pervasive Grid infrastructure presents many challenges due to its inherent heterogene-
ity, multi-domain characteristic, and highly dynamic nature. One critical challenge is 
providing authentication, authorization and access control guarantees. As Grids move 
from an experimental phase to production facilities, the security issue of a Grid appli-
cation becomes more imperative. 

Engineering and scientific computing is a typical problem suited for being solved 
in grid environments. This type of task is commonly either computation-intensive or 
data-intensive, the problem granularity is widely large and computational tasks are 
often long-lived. It need be divided into many subtasks, and then be distributed to 
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many relevant nodes and run in parallel way. The issue needs not only fine-grained 
authorization for resource usage and management but also fine-grain authorization for 
task management: This requires giving one or a group of its members in relevant VO 
[Virtual Organization] the apt privileges to manage any jobs using VO resources by 
policies. Privileges that are not properly allocated/delegated to a unit of subtask may 
interfere with the normal progress of the task or increase security threats by the more 
disclosure of the privileges. 

The Globus toolkit is the most popular grid environment and de facto grid stan-
dard, however its current security services are yet poor. Globus has adopted the Grid 
Security Infrastructure (GSI) [4] as the primary authentication mechanism. According 
to GSI, the simple authentication is performed and the resource allows the task to use 
all privileges of the user, similarly, to subtasks run in parallelism, Globus deals with 
all privileges of subtask irrespective of the privilege difference among its subtasks. In 
Engineering and Scientific Computation Oriented grid environment, it violates com-
monly the least privilege principle [5]. This coarse-grain authorization for task man-
agement is not suitable for the requirement of actual authorization for task manage-
ment in long-lived grid application. 

In this paper, we focus on the security requirements posed by engineering and sci-
entific computation applications in grid. This paper is organized as follows: Section 2 
reviews related work in the arena of grid security. In section 3, the proposed authori-
zation architecture and overall policy are described. Section 4 describes the current 
implementation of the architecture within Globus. Related considerations are pre-
sented in Section 5. Finally, conclusions and future work to be addressed in Section 6. 

2   Related Work 

In recent years, the related researches are making great progress. I. Foster et al. [4] 
provide the basis of current grid security:“grid-map” mechanism, very limited support 
for fine-grain authorization decisions on grid requests. Mapping grid entities to local 
user accounts at the grid resources is a common approach to authorization. A grid 
request is allowed if such a mapping exists and the request will be served with all the 
privileges configured for the local user account. However, this authorization and ac-
cess control mechanisms are not suitable for flexible authorization decision. 

L. Pearlman et al. [6] propose the Community Authorization Service (CAS) archi-
tecture. The CAS server is designed to maintain authorization information for all 
entities in the community and grants restricted GSI proxy certificates (PCs) to com-
munity members. Access control system enables multiple owners and administrators 
to define fine-grained usage policies in a widely distributed system. It reduces over-
head by separating the administration of resource specific issues from those that are 
community specific. Drawbacks of this approach include that the approach of limiting 
the group’s privileges violates the least-privilege principle and that it does not con-
sider authorization of task management. 

W. Johnston et al. [7] provide grid resources and resource administrators with dis-
tributed mechanisms to define resource usage policy by multiple stakeholders and 
make dynamic authorization decisions based on supplied credentials and applicable 
usage policy statements. In Akenti system, proposed by W. Johnston et al. the appli-
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cable access policy for a specific request results from the intersection of use-policies 
defined by the resource owners and the group and role assignments made in attribute 
certificates by user managers. It presents fine-grained and flexible usage policies in a 
widely distributed system defined in the Akenti policy language. Fine-grained access 
decisions based on such policies and user attributes are enforced by the application 
code ,and it does not consider authorization issue of task management. 

R. Alfieri et al. [8] present a system conceptually similar to CAS: the Virtual Or-
ganization Membership Service (VOMS), which also has a community centric attrib-
ute server that issues authorization attributes to members of the community. In 
VOMS, however, the subjects authenticate with their own credentials and the attrib-
utes allow for the use of community privileges. M. Lorch et al. [9] give the same 
architecture, called PRIMA. Except that in PRIMA the attributes are not issued by a 
community server but rather come directly from the individual attribute authorities, 
PRIMA and VOMS have similar security mechanisms. And they do not consider 
authorization issues of task management, and they only support the creation of small, 
transient, ad-hoc communities without imposing requirements to deploy group infra-
structure components like community servers. 

Besides the typical paradigms mentioned above, G. Zhang et al. [10] present the 
SESAME dynamic context-aware access control mechanism by extending the classic 
role based access control (RBAC) [11]. SESAME complements current authorization 
mechanisms to dynamically grant and adapt permissions to users based on their cur-
rent context. But, monitoring grid context in time is high-cost. S. Kim et al. [12] give 
a WAS architecture to support a restricted proxy credential and rights management, 
which uses workflow to describe the sequence of rights required for normal execution 
of a task in order to minimize rights exposure. It does not consider the actual condi-
tions of large-scale task running at many nodes in a parallel way. K. Keahey et al. 
[16] describe the design and implementation of an authorization system allowing for 
enforcement of fine-grained policies and VO-wide management of remote jobs. How-
ever, it does not specify and enforce community policies for resource usage and man-
agement currently. M. Lorch et al. [17] enable the high-level management of such 
fine grained privileges based on PKIX attribute certificates and enforce resulting 
access policies through readily available POSIX operating system extensions. Al-
though this mechanism enables partly the secure execution of legacy applications, it is 
mainly oriented to collaboration computing scenarios for small, ad hoc groups. 

3   Subtask-Based Authorization Service (SAS) Architecture 

3.1   SAS Architecture 

SAS architecture is concerned with the different privilege requirements of subtasks, 
user privilege for the resource and resource policy in virtual community, and task 
management community policy and authorization delegation. So SAS architecture 
includes three functional modules as shown in Fig 1. 

To minimize privileges, the parallelizable task is decomposed and the least  
privileges required for each subtask is re-allotted. This contribution is described in the 
part of subtask-level authorization module in Subsection 3.2. Community policy 
based authorization mechanism is addresses in the next. To apply a flexible task  
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Fig. 1. SAS architecture overview 

management, a delegation mechanism collaboratively performs the authorization dele-
gation for task management together with a relevant management policy. Its details 
exist in the part of task management authorization module in the subsection followed.  

3.2   Privilege Management and Overall Authorization Policy 

Subtask-level authorization module concentrates on minimizing privileges of tasks 
by decomposing the parallel task and analyzing the access requirement. To further 
conform to the least-privilege principle, a few traditional methods restrict the privi-
leges via the delegation of users themselves rather than the architecture, moreover, 
they only restrict privileges of a whole specific task, not for its constituents (such as 
subtask). In an engineering and scientific computation application a task is usually 
large-scale and long-lived. It needs to be divided into many subtasks, and then be 
distributed to many relevant nodes and run in parallel. Whilst, even for one single 
task, privileges required by its distinct subtasks may differ according to operations of 
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these subtasks. By the parallelization and analysis of the task, SAS can obtain the 
task’s subtasks and relevant required privileges: subtask-privilege pair. The privileges 
indicate the way how associated subtask access to resources at certain nodes. Each 
task has a subtask-level privilege certificate for recording subtask-privilege pair. An 
example of this certificate is shown in Fig. 2. To prevent malicious third party from 
tampering with a subtask-level privilege certificate, a trusted third party (a SAS 
server) signs the certificate. To control a subtask’s process and verify the  
subtask-level privilege certificate, the SAS client will run with GRAM during re-
source utilization. 

 

Fig. 2. An example of task and subtask-level privilege certificate 

Community authorization module addresses community authorization mechanism 
for community member. In Globus, “grid-map” mechanism is conducted, but it is 
neglected that grid collaboration brings out common rules about privilege for resource 
usage, resource permission, and so forth. The SAS architecture imposes mechanisms 
similar to the CAS with a combination of traditional grid user proxy credential and 
CAS, and both resource usage policies and task management policies are added into 
the community policy server. By a further extension, the stakeholders of resource can 
create themselves resource permission policies into a resource policy server. Two 
trusted third parties (a community management server and a resource management 
server) and two policy servers (a community policy server and a resource policy 
server) are exercised. The first two servers have capabilities to validate the conditions 
and sign associated policies, as well as manage the respective policies. A community 
management server is responsible for managing/signing policies that govern access to 
a community’s resources (Actually, task management policies in the next module are 
also dealt with by it), and a resource management server is responsible for manag-
ing/signing the policies that govern resource permission to grid users. Two policy 
servers store the community policies and resource policies, respectively. The ultimate 
privileges of resource usage are formed by the subtask-level privilege certificate and 
the policy for this user, and the actual rights need to accord with resource policy by 
resource policy decision service module during policy enforcement. The policy  
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servers are built or modified by community administrators or certain specific resource 
administrators/stakeholder. 

In community policy based authorization, if a grid user submits one parallelized 
task, an associated community management server will come into operation; hereto-
fore, the community policy must have been created by a certain community adminis-
trator or other specific community users. The community policy server stores all 
community policies. At runtime, the community management server retrieves all 
policies associated with this grid user, after relevant analysis, this server presents two 
types of policy, i.e. resource usage policies and task management policies. Then, it 
validates the proxy credential and signs usage privilege policies for this user. During 
it, only task management policies is formed a specific certificate (subtask-level task 
management certificate), which will be sent to the subtask-level management privi-
lege uniform describer in order to form the actual privileges for task management; the 
other policies are submitted to the resource usage privilege combinator, in which they 
are composed into a subtask-level privilege certificate matched with original grid 
user’s task, and conduct enforcement via a request for gatekeeper.  

In the part of resource (permission) policy based access control, stakeholders of re-
sources create the relevant policies; during enforcement mechanisms, according to the 
requirement of grid task being running, the relevant policies are retrieved, validated 
and signed by the resource management server. The resource policy decision service 
accepts resource policies and implements their enforcement. 

Task management authorization module is responsible for managing privileges of 
task management, authorization to task management and related works. In dynamic 
grid environments, there are many long-lived tasks. Users may also start jobs that 
shouldn't be under the domain of the VO. Since the user who has submitted the origi-
nal job may not always be an optional manager, the VO wants to give a group of its 
members the ability to manage any task using VO resources. This module imposes a 
community task management policy and task management delegation to describe 
rules of task management, and both of the two mechanisms are beneficial to flexible 
task management in an expressive way. Community task management policies denote 
the rules of task management in the whole community, and they are stored at the 
community policy server, where resource usage policies are put. Task management 
delegation server records a variety of management delegation relations among com-
munity users. Once the delegation relation is formed, this task will be able to be man-
aged by the delegated user at runtime. In addition to these functionalities described in 
the previous subsection, a community management server is responsible for authenti-
cating task management delegation. To keep compatibilities, the subject list only 
consists of the owner of the task by default. Fig. 3 shows an example for a task man-
agement delegation and the change of the subject list for task management privilege 
to this delegation. Subtask-level management privilege uniform describer produces 
the task management description expressed by extending the RSL set of attributes. An 
example of task management description is shown in Fig. 4.  

Except that task management policies are implemented as described in the previous 
sub-section, task management delegation is completed as follows. Firstly, some grid 
users create their delegation assertions, and sent to task management delegation 
server, which record all delegation relations for grid users in the VO. When any 
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/From_tag/O=Grid/O=Globus/OU=OU=zju.edu.cn/CN=WuWang/CNType= user
/To_tag/O=Grid/O=Globus/OU=OU=zju.edu.cn/CN=SiLi/CNType= user
&(action = suspend)(executable = test2)(subtask = subtask1)(directory = /tmp/test2)

executable = test2
subtask no.   all           start         suspend    continue      cancel
subtask1   WuWang  WuWang  WuWang  WuWang   WuWang
subtask2    ...     ...     ...     ...      ...
       .

executable = test2
subtask no.   all           start        suspend   continue       cancel
subtask1   WuWang  WuWang  WuWang  WuWang   WuWang
                                                      SiLi
subtask2    ...     ...     ...     ...      ...
       .

 

Fig. 3. A task management delegation and the relevant change of the subject list 

/Policy_tag/O=Grid/O=Globus/OU=OU=zju.edu.cn/CN=WuWang/CNType= user:
&(action = start)(executable = test1)(subtask = subtask1)(directory = /tmp/test1)(count<2)
&(action = start,suspend,cancel)(executable = test2)(subtask = subtask1)(directory = /tmp/
                                                                                                                     test2)(count<4)

/O=Grid/O=Globus/OU=OU=zju.edu.cn/CN=Grid administrator/CNType= group:
&(action = all)(executable = all)(subtask = all)(directory = /tmp)

 

Fig. 4. An example of task management description 

grid user submits a request for task management via his proxy credential, the commu-
nity management server retrieves all delegation assertions associated with the current 
management request. After relevant validation with the proxy credential, it finds out 
the assertions suitable for subtasks belonging to the current requested task, and then 
signs another specific certificate (subtask-level management delegation certificate), 
which will be sent to the subtask-level management privilege uniform describer in 
order to combine this certificate and the subtask-level task management certificate 
into the actual privileges for task management. Finally, all task management requests 
are sent to gatekeeper to implement these authorizations according to this certificate. 

4   Enforcement Mechanisms 

Enforcement of fine-grained access rights is defined as the limitation of operations 
performed on resources or tasks/subtasks by a user to those permitted by an authorita-
tive entity. Based on the Globus Toolkit 2.2, SAS architecture implements the sub-
task-level authorization, flexible task management, and context-aware authorization. 
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4.1   Specification Extensions 

Proxy credential extension: In the SAS architecture, the rich information of authori-
zation must be efficiently carried to relevant points, and the carrying facilities should 
be suitable for information parsing and semantic combining (such as privileges com-
bining). It is our selected approach that all authorization information is uniformly 
carried by the proxy credential. To realize grid resource utilization or grid task man-
agement in the Globus, a grid user’s request usually carries both the contents of his 
request and corresponding proxy credential granted by this grid user, and the proxy 
credential is the basis of GSI delegation mechanisms for grid authorization, so extend-
ing the proxy credential is a straightforward method in implementation mechanisms 
for the SAS. The proxy certificate, which is a passport of proxy credential, is one kind 
of X.509 certificates[13], and there exist a fine-defined extension field in X.509 ver-
sion 3. By defining extensions to X.509 certificates to carry community policies and 
management delegation assertions, subtask-level task management certificate and 
subtask-level management delegation certificate can be produced; similarly, subtask-
privilege pairs are recorded into the extension field like a type of attribute, so subtask-
level privilege certificate is formed. Because the privilege policy for resource usage is 
similar with the privilege of subtask-privilege pairs, we have not made the former 
have an independent certificate, but archive it into subtask-level privilege certificate 
at the point of the privilege combinator. Subtask-level management delegation may 
happen independently, for example, a common grid user, who is neither an original 
grid user nor a community member, requests for task management. For this scenario, 
a subtask-level task management certificate can be formed. Similarly, there exist 
cases of no subtask-level management delegation certificate. So subtask-level task 
management certificate and subtask-level management delegation certificate must 
coexist in our implement. In proxy credential, GSI also treats the policy and assertion 
as opaque, meaning that the creator of a policy and resources enforcing it need to 
understand it.  

RSL extension: All types of certificate formats are designed for legibility to en-
forcement mechanisms. Therefore the actual policy language or other description 
language should be the generalized specification system, whilst it meets certain scal-
ability to support arbitrary policy languages (such as ASL [14]) in the future. In our 
specification we do not state a specific language to be used, but instead extend 
Globus’s Resource Specification Language (RSL). In virtue of the flexible authoriza-
tion certificate, this allows us to evolve our policy language over time as new re-
quirements are understood, and as policy languages themselves evolve. 

In the SAS architecture, by introducing new tags and declarations for RSL, the sys-
tem implements these descriptions of subtask-privilege pair, community resource 
policy, community management policy, management delegation and resource usage 
policy, and also conducts a multi-value policy. As shown in Fig. 2, we refer to the 
parallelized task description, such as the MPI program (MPICH-G2] is applied in 
SAS), and use “Task_main() ” to indicate the begin of subtask-privilege pair; We let 
“Policy_tag” followed by “User-Resource-Privilege” pair denote resource usage 
privilege based on community policy, and let “Policy_tag” followed by “User-Task-
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Privilege” pair denote task management privilege based on community policy as de-
scribed in Fig. 4. As shown in Fig. 3, we introduce “From_tag” and “To_tag” to de-
note the delegation source and the delegation target, respectively. Finally, the result-
ing task delegation presents the similar form of task management privilege based on 
community policy. In the language of resource policy for access control, we let “Pol-
icy_tag” followed by “Resource-Permission” pair denote the beginning of these pol-
icy declarations. 

In addition to theses tags mentioned above, we introduce many expressive declara-
tions to describe the actual contents, which are usually put after these tags in relevant 
certificates or the others.  

4.2   Enforcement Mechanisms in Underlying Systems 

Subtask-privilege pairs, community policies and delegation assertions are carried in 
extended proxy credentials. They are successfully sent to the final part of authoriza-
tion enforcement, where restricted resources are utilized under restricted privileges or 
tasks are managed. On one hand, we modify Globus’s gatekeeper and jobmanager to 
collaborate with our other enforcement facilities, on the other hand, we build two 
independent modules, that is, the SAS Client and the Resource Policy Decision Ser-
vice. Finally, Globus’s GASS library is extended in order to communicate with cer-
tain additional modules.  

As a lot of information mentioned above (such as subtask-level privilege certifi-
cate) needs to be validated for authentication and integrity, we develop a callout API 
for validation at gatekeeper, which integrates with the OpenSSL toolkit, so we apply 
the OpenSSL toolkit’s verifying module when the SAS Client requests for authentica-
tion. Afterwards, the system must evaluate and conduct the policies and assertions. 
We have developed a callout API and library that parsing certificate and controlling 
resource usage and task management, and internally our implementation uses the 
Generic Authorization and Access control (GAA) API [15], which make us have 
better choices in the future because the GAA supports new policy languages. Here are 
its other operations: After the authentication is passed, the SAS client interacts with 
jobmanager via the callout API. The callout passes to the SAS client all the informa-
tion relevant to access control, such as the credential of the user requesting a remote 
job, the action to be performed (such as starting or canceling a job), a unique job 
identifier, and the job description expressed in RSL. The SAS client performs its 
functional operations and responds through the callout API with either success or an 
appropriate authorization error. This call is made whenever an action needs to be 
authorized. Whilst, we modify gatekeeper to allow one user to signal a jobmanager 
instance owned by another user, and extend the GRAM protocol to let gatekeeper or 
jobmanager return authorization errors with reason indications. For much communi-
cation happens between the grid remote client and grid server, so Globus’s GASS 
library is extended to provide corresponding supports. 

However, there exist many differences in the part of resource policy based access 
control, i.e. resource permission policy. The resource policy decision service module 
itself applies the OpenSSL toolkit to authenticate the stakeholder signature, and then 
interact with jobmanager via a callout API and relevant library developed by us. 
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However, we only implement its main functions depending on the access control of 
operating systems at time being. 

5   SAS Related Considerations 

In the SAS architecture, the exposure of the user privileges and the security holes of 
the entire community can be reduced because the grid user must use the subtask-level 
privilege certificate corresponding to the parallelized task. Certainly, implementing 
the useful functionalities brings forth a few of issues to be considered. 

1. For the proposed fine-grained authorization, some overhead will occur. In the SAS 
architecture, the SAS privilege analysis module creates a file of subtask-privilege pair 
from a grid user program, and the SAS server module signs its subtask-level privilege 
certificate. The community management server retrieves relevant information and signs 
it. During associated final enforcement, the gatekeeper and the SAS client must collabo-
rate authenticate certificates, and the SAS client must load the certificates and conduct 
the corresponding limitations by the additional toolkit and jobmanager. As well, these 
other modules, such as resource policy, are also complex. We have found that they 
produce much overhead not only in time but also in resources. 

On one hand, the SAS architecture is oriented to engineering and scientific compu-
tation, in which tasks are usually large-scaled and long-lived, so the above cost of 
time is less in contrast with the running time of these tasks. Whilst, the absolute cost 
has been well reduced: A large part of the submitted programs can be parallelized and 
present themselves as MPI codes, therefore the main module, SAS privilege analysis 
module, will easily exercise at the little cost of time; In the SAS architecture, the 
signed certificates are made by setting the necessary information automatically, and 
all policies and delegation assertions are submitted by friendly graphical interfaces. 
Therefore, the overhead from grid users can be obviously reduced. All authentication 
and enforcement of authorization are completed with a few classical toolkits or tech-
niques (such as OpenSSL, and GAA package), which are well compliant with our 
system, so some expenses are also lessened. 

On the other hand, the expenses of resource are well controlled. The above mod-
ules really occupy some grid resources, such as memories and CPU cycles. However, 
this overhead is not a fatal factor in a large-scaled grid enabled application because 
Grid is the proposed environment to support the task that requires computing resource 
at the level of the supercomputer or great amounts of other computers, so the addi-
tional expenses from our modules are acceptable. Most tasks have simple repeatable 
operations and many subtasks are identical. According to these characteristics, some 
occupied resources can be shared. 

2. The security issues of proposed modules have been considered. An attacker 
could perform his task by making the subtask sequence of the malicious executable 
similar to the original sequence. In the SAS, every third authentication server will 
sign the relevant certificates or files after recording the task’s unique identifier, origi-
nal user and current user. Finally, all these information will be validated at runtime. 
Thereby, a malicious executable cannot be executed for no passing the validations. 
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6   Conclusions and Future Work 

To decrease security threats and improve security mechanism flexibility, Grid au-
thorization architecture should fully have “separation of concerns” and “least privi-
lege access” mechanism. In this paper, we propose Subtask-based Authorization Ser-
vice (SAS) architecture to fully secure a type of application oriented to engineering 
and scientific computing. This type of task is widely large-scale and long-lived. It 
need be divided into many subtasks run in parallel way. These subtasks may require 
different privileges. In SAS architecture, subtask-level authorization module mini-
mizes privilege for task by decomposing the parallel task and analyzing the privilege 
requirement for each subtask, All/a part of entire privileges for task execution are 
allotted to its subtasks in the form of a subtask-level privilege certificate. Community 
authorization module considers the necessity of grid community rules about resource 
permission and privilege for resource usage and task management. As a result, it en-
forces three types of policies. It separates proxy credentials from identity credentials. 
Task management authorization module adopts a task management policy and task 
management delegation to describe rules for task management. The ultimate privi-
leges are formed by the combination of relevant proxy credential, subtask-level privi-
lege certificate and policy for this user, as well as they conform to resource permis-
sion policy. To enforce the architecture, we extend the RSL specification and the 
proxy certificate with an extension field, modify Globus’s gatekeeper, jobmanager 
module and the GASS library to allow authorization callouts, and evaluate the user’s 
job management requests and job’s resource request in the context of policies defined 
by the resource owner and VO. 

Currently, SAS architecture is prototype, and only simple task is tested. So SAS 
architecture should be improved in practice, a complex task is needed to check it. At 
the same time, accounting for resource usage and subtask secure migrating will be 
studied in the near future. 

Acknowledgement 

The work presented in this paper is supported by Scientific Research Fund of Hunan 
Provincial Education Department, China (Grant No. 04A037), and the National High-
Tech. R&D Program for CIMS, China (Grant No. 2002AA414070). 

References 

1. Foster, I., Kesselman, C. and Tuecke, S.: The Anatomy of the Grid: Enabling Scalable Vir-
tual Organizations, International Journal of Supercomputer Applications, 15(3) (2001) 
200-222 

2. Grimshaw, A., Wulf, W.A., et al.: The Legion Vision of a Worldwide Virtual Machine, 
Communications of the ACM, 40(1) (1997) 39-45 

3. Foster, I. and Kesselman, C.: Globus: a metacomputing infrastructure toolkit, International 
Journal of Supercomputer Applications, 11(2) (1997) 115-128 



66 C. Huang et al. 

4. Foster, I., Kesselman, C., Tsudik, G., Tuecke, S.: A Security Architecture for Computa-
tional Grids, Proc. of 5th ACM Conference on Computer and Communications Security 
Conference, (1998) 

5. Salzer, J.R. and Schroeder, M.D.: The Protection of Information in Computer Systems, 
Proc. of the IEEE, (1975) 

6. Pearlman, L., Welch, V., et al.: A Community Authorization Service for Group Collabora-
tion, Proc. of the IEEE 3rd International Workshop on Policies for Distributed Systems 
and Networks, (2002) 

7. Johnston, W., Mudumbai, S., et al.: Authorization and Attribute Certificates for Widely 
Distributed Access Control, Proc. of IEEE 7th International Workshops on Enabling 
Technologies: Infrastructures for Collaborative Enterprises, (1998) 

8. Alfieri, R., et al.: VOMS: an Authorization System for Virtual Organizations, Proc. of the 
1st European Across Grids Conference, (2003) 

9. Lorch, M. Adams, D.B., et al.: The PRIMA System for Privilege Management, Authoriza-
tion and Enforcement in Grid Environments, Proc. of the 4th International Workshop on 
Grid Computing, (2003) 

10. Zhang, G. and Parashar, M.: Dynamic Context-aware Access Control for Grid Applica-
tions, Proc. of the 4th International Workshop on Grid Computing, (2003) 

11. Sandhu, R., Coyne, E. et al.: Role-based Access Control Models, Proc. of the 5th ACM 
Workshop on Role-Based Access Control, (2000) 

12. Kim, S., Kim, J., Hong, S. et al.: Workflow-based Authorization Service in Grid, Proc. of 
the 4th International Workshop on Grid Computing, 2003. 

13. Tuecke, S. et al.: Internet X.509 Public Key Infrastructure Proxy Certificate Profile. 2002. 
14. Jajodia, S., Samarati, P., Subrahmanian, V.S.: A Logical Language for Expressing Au-

thorizations. Proc. of IEEE Symposium on Security and Privacy. (1997) 
15. Ryutov, T. and Neuman, C.: Access Control Framework for Distributed Applications, 

IETF Internet-draft draft-ietfcat-acc-cntrl-frmw-05.txt, (2000) 
16. Keahey, K., Welch, V. et al.: Fine-Grain Authorization Policies in the Grid: Design and 

Implementation, Proc. of 1st Intl Workshop on Middleware for Grid Computing, (2003) 
17. Lorch, M. and Kafura, D.: Supporting Secure Ad-hoc User Collaboration in Grid Envi-

ronments, Proc. of the 3rd IEEE/ACM International Workshop on Grid Computing, (2002) 



 

W. Shen et al. (Eds.): CSCWD 2004, LNCS 3168, pp. 67 – 75, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Research on Network Performance Measurement  
Based on SNMP 

Shufen Liu, Xinjia Zhang, and Zhilin Yao 

College of Computer Science and Technology, Jilin University, 
Changchun, Jilin 130012, P.R. China 

jluren@163.com, {liusf, yaozl}@jlu.edu.cn 

Abstract. This paper presents our recent research on network performance 
measurement. From various perspectives, our work focuses on how to obtain 
the measuring data using the Simple Network Management Protocol (SNMP). 
Several models are proposed to measure the network performance effectively. 
These models are then evaluated and validated through implementations and 
analysis. The results show advantages of the proposed approach for network 
performance measurement based on SNMP and potential applications in 
telecommunication domain. 

1   Introduction 

Performance measurement is the network management foundation, through which we 
can acquire all kinds of data that related to the network performance index. By 
analyzing these data and studying the current network status, we can master network 
behavior rules, find out any problems and solve them on time to ensure an acceptable 
network performance. 

Performance measurement is a very complex task. Modern computer network is a 
huge, integrated architecture, which contains countless heterogeneous hardware and 
software elements, including devices, links and application services that associate 
with each other. 

Devices are the most basic network components. They can be divided into two 
types: network devices and host devices. The index of device performance 
measurement mainly includes usability, CPU utilization rate, memory utilization rate 
and file system space utilization. A network device needs to be measured of its 
interface parameters also, such as usability and bandwidth. 

Link is the connecting entity between devices in the computer network. Its 
performance measurement index mostly includes throughput, usability rate and 
utilization rate. We also need to measure delay, jitter and packet loss rate of the end to 
end connection. 

Application service is the operation runs in the computer network. Application 
service measurement mainly includes response time, usability and throughput. Since 
there are various kinds of application services with complex indexes and methods, we 
only discuss the key application problems of performance measurement. In particular 
we will discuss how to obtain measurement data by using SNMP protocol[1][2][3]. 
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2   Usability 

Usability is one of the most important indexes of network performance. It represents 
the usable time of computer network system (including devices and links.) and 
application services. It can be expressed by the rate of every year, every month, every 
week, every day or every hour network runtime to corresponding time quantum. 

For example, a network can provide service 24 hours a day, 7 days a week. So if it 
can run 165 hours in 168 hours of a week, the usability is 98.21%. 

In general usability is related to redundancy, which is a solution of usability goal 
but not the goal of network construction. Redundancy is to add multiple links or 
standby devices to avoid network service interruptions and to reduce network loads. 

Usability is associated with reliability, but is more explicit. Reliability is a diverse 
question including precision, error rate, stability, and time between failures. 

Usability is also associated with resiliency. Resiliency means how much pressure 
can network endure and how fast can network resume from errors. 

2.1   Theoretical Model 

Usability is based on the reliability of a single system in the network. Reliability, 
which can be popularly expressed by MTBF (Mean Time Between Failures), is the 
probability of a system executing its special function under the special condition at 
special time. System usability can be expressed as: A = MTBF/(MTBF + MTTR). 
MTTR is mean time to repair after failures appeared. 

If we consider the expected system load, the calculation of usability would become 
quite complex. For example, suppose there are n multiplexing devices in a system, 
each link can handle the peak load by ratio q. When the ratio of service requests does 
not reach peak is p, the system can use k(k<=n) devices to handle all the stream loads. 
However, when service requests reach the peak, all the links have to be used to handle 
the stream loads, but can only handle part of them, the ratio is r. The system usability 
can be expressed as: 

P[] means “the probability of [] ”. 
Probability of using k links is: 

“A” means the probability of using any link. 
When the system can handle all the stream loads by using  links, each link 

handles stream loads of ratio , then: 

When the system has n links to work, but can only handle a part of the stream loads, 
the ratio is r, and each link can handle the stream loads of qb, then: 
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Thus, the entire usability is: 

As a matter of fact, network is very complex. It is hard to evaluate the total system 
usability in measurement due to the complex topology structure, difference between 
devices and continuous and dynamical changes of routing. The usability measurement 
can be simplified to measure each physics link. 

2.2   Implementation Method 

There are two modes to measure network devices and links. They are aggressive 
detecting mode and passive accepting message mode. Aggressive detecting mode is 
used commonly. It includes ICMP ping and SNMP poll. 

By using ICMP ping, the management station sends an ICMP message to an agent. 
If the agent is unusable, the management station would return an overtime message. 
In real time measurement, we send ten 100 bytes ICMP messages simultaneously 
every 5 minutes to the target device. In this way, we ensure the accuracy of 
measurement without occupying too much network bandwidth. We can use following 
formula to calculate: 

In order to enhance the efficiency and accuracy of measurement, and to avoid 
destination unreachable circumstances, it is necessary to use distributed architecture. 
The distributed architecture is to adapt closeness principle to set a management 
station for each network segment. Each management station is in charge of network 
devices performance monitoring of its local area. The network segments are divided 
according to location of the huge WAN. Time and data of management stations 
should be synchronized, i.e., using a consistent clock. Measuring results are stored in 
the central database. Since the management station is close to the measured devices, 
the results of measurement will be more accurate. When using SNMP poll, we can get 
the interface status precisely. But we need to use vast samplings to measure its 
usability. 

Aggressive detecting mode is suitable to measure whether a device can be used or 
not at a certain time. But as to usability statistics, which uses sampling method, it is 
hard to avoid missing to detect some exceptions. For example, a device is useable in 
sampling point time “t”, and is also usable at time “(t+5)”. The measuring program 
would consider this device to be usable from “t” to “(t+5)”. However, when the 
device is restarted between “t” to “t+5”, we cannot find out this situation by using the 
aggressive detecting mode. For improvement we can shorten the sampling interval, 
but it cannot solve the problem completely. Relatively, the passive accepting message 
mode is absolutely predominant in this aspect. 
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Passive accepting message mode mainly adopts SNMP trap mode. We runs a 
demon process (called management process) on the management station, and let the 
process listen at some UDP port (62 as a default port). Then we make correlative 
configuration at the managed device. When the device is shutdown, or is restarted, or 
its port is down, the device will send a trap to the management station. When the 
management station receives the trap, it will standardize its format, and then store the 
trap into the database. We can use the following formula to calculate interface 
usability: 

In this way, we can get all the information about the device and whether its ports can 
be used or not. With the combination of the distributed acquisition structure, we can 
reduce the disintegrated data for losing UDP packages. Relatively, it is an effective 
usability measurement solution. 

By comparing the realization of above usability measuring methods, we can use 
SNMP trap as the basic measurement method, and use SNMP poll and ICMP ping as 
complementary methods, to measure the usability of devices and ensure data 
integrality, consistency and reliability. 

3   Response Time 

There are two types of response time: network response time and application response 
time. Network response time is a network layer concept, which represents the data 
flow transmission time between two nodes. When response time is abnormal, namely 
it exceeds a certain threshold, it might reflect that the network is either congested or 
has other problems. 

In general, we should emulate end users’ behaviors as much as possible when we 
measure the response time. For example, when a user opens a browser, inputs a Web 
address, presses the enter key, from this point on, till the page shows up in the 
browser, the whole process is the response time of the Web application for this user at 
this specific time. It includes the response time from the user’s computer to Web 
server and the handling time of Web server to the page request. To add them together, 
we get the application response time. 

But, it might be extremely difficult for us to measure the application response time, 
since we do not have the appropriate tools, and the users are isolated and uncountable. 
In addition, it is unnecessary to measure application response time to solve the 
network performance problem or to expand capacity in the future, even though from 
the application performance measurement point of view, it is necessary to measure it. 

3.1   Theoretical Model 

We can use a dedicated device, as well as ICMP (such as ping, traceroute) to measure 
response time. Even if we cannot get application level response time, we can 
understand that how the network hops and how fast it transmits IP packets[4]. For 
example, we can use ping command to get time delay from the management station to 
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a key node in the network, such as an interface of a core router, or an access device of 
SP (service provider), or an important user station, and so on. But this method cannot 
reflect response time from a user device to its destination device. It can only collect 
and report response time from the management station to a user device. 

Another method other than centralized detection is distributed detection, which 
means taking the time from a user access point to its destination device as the 
response time. If the device that the user accessed is a Cisco device implementing 
Service Assurance Agent (SAA) [5], by which we can measure the time from the router 
to any IP device, you can not only simulate ICMP protocol packet to detect response 
time of the appointed IP device, but also can run simulations by sending packets of 
UDP, TCP, DNS, DHCP, SMTP, FTP, HTTP, VOICE, etc, to emulate users’ 
behaviors and measure related response time. The data obtained by this method are 
only approximate, and do not accurately reflect the response time.  However, the 
method is effective. 

In the network with QoS queue rules, we can use Cisco’s Service Assurance Agent 
to emulate data flow and measure the time period from one end to another in the 
network effectively. 

4   Precision 

The concept of precision is whether or not the network device has transmitted 
messages without faults. It can be expressed by the percentage of packets 
transmission with no fault to total packets transmission in a period of time. For 
example, if an interface has 2 fault packets while sending 100 packets on average, the 
error rate is 2%, while the precision is 98%. 

As for the earlier network, especially the wide area network, the error rate in a 
certain level is acceptable. However, with the development of high speed network and 
more demands on critical network services, the network transmission must be steady 
and reliable. Many technical documents indicate the following reference values of 
error rate: The typical threshold of analog link is 10-5 The error rate of data optical 
link is about 10-11; copper line link error rate is about 10-6. In shared Ethernet, errors 
are usually evocated by collision, and the frame influenced by legal collision should 
not exceed 0.1%. 

Any error beyond the error rate may evoke lots of problems, such as network 
performance reduction, network service interruption, and users’ complains. 

Some common interface errors include: nonstandard cable system; electronic 
disturbance; software or hardware defects. 

So it is necessary to monitor the error rate that must be corrected in measurement. 
It can not only point out discontinuous malfunction link that must be corrected, but 
also can point out the appearance evidence of noise or disturbing source. As a result, 
we can prevent any network interruption as early as possible. 

4.1   Theoretical Model 

Precision is based on network performance endurance. When error rate of a network 
device interface rises to exceed a certain original threshold value, it triggers an event 
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to inform the management station, which should ensure whether the interface has 
problem or not, and whether it is acceptable or not. If it can be accepted, we should 
lower the threshold, repeat the procedure until unacceptable error rate appears. The 
threshold at that time is the benchmark data of interface precision measurement. 

In this paper we suppose that the threshold is predefined, and it does not need 
measurement adjustment.  

Any measurement data exceed threshold can be treated as evidence of performance 
alert analyzing. 

The error rate formula in percentage format is: 

The accuracy formula in percentage format is: 

x means the difference between the results of  twice checking the variant “x”, as 
follows. IfInErrors means the count of error packets of input interface data; 
IfInUcastPkts means count of the unicasting packets of input interface data; 
ifInNUcastPkts means the count of multicasting packets of input interface data. 

5   Utilization Rate 

Utilization rate refers to the resource usage situation in a given period of time, usually 
expressed by the percentage of usable resource to the full capacity. 

The most common usage of utilization ratio is to find out potential bottleneck or 
blocking area. This is very important, because the response time increases by the 
power exponent with resource utilization ratio. If we cannot find and deal with the 
barrage in time, we may not be able to control it. Thus, it may bring down the 
network performance. In addition, measurement of utilization rate can find resources 
that have low utilization rate or cannot be fully used. 

5.1   Interface Utilization Rate 

When a barrage appears in an interface, the messages would be arranged into the 
interface queue. If the queue is full, the messages would be discarded. For example, 
when we transfer data from a fast interface to a slow one, package loss may occur. 
When a message is discarded, upper layer protocols would probably require sending 
messages repeatedly. If we lost many messages, there will be lots of re-sending 
message flows in the network. In this way, network link would be blocked. Through 
utilization ratio measurement, we can find out problems in time, then carry out 
necessary load balancing or route adjustment to avoid network paralysis[6]. 

So, the measurement of network interface utilization rate is very important. There 
are two calculating formulas as follows. We should choose one of them to calculate 
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the interface utilization rate according to whether the tested connection is semi-duplex 
or full duplex. 

Semi-duplex connection interface utilization rate calculating formula is as 
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sec 
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fInOctets means the number of inflow data bytes; ifInOctets means the difference 
between two successive checkings of a set interval, i.e., the inflow data in the time 
interval; ifOutOctets means the difference between two successive checking of a 
set interval, i.e., the outflow data in the time interval; ifOutOctets means the number 
of outflow data bytes; ifSpeed means the speed that the interface handles and delivers 
the packets, as follows. 

As for the full duplex, utilization rate measurement is different. For example, a T-1 
serial sequence connection line speed is 1.544Mbps, which means it can send and 
receive data at the same time at the speed of 1.544Mbps, and the whole bandwidth is 
3.088Mbps. So we can use the larger one of inflow and outflow bytes to calculate 
utilization rate, as follows: 

We ignore the flow direction factor and cannot obtain accurate results by using this 
method. We can use a more accurate method to calculate by detaching inflow and 
outflow, i.e.: 

 

Fig. 1. Inflow and outflow of the interface 

The above formulas seem to be simple. We do not consider the specific QoS 
protocol. But the real time measurement calculation showed that they are accurate and 
reliable not only to LAN but also to WAN interfaces. 

To the most of physical links, interface utilization rate is the link utilization rate. 
So it is also an effective link utilization measurement method to use SNMP poll to 
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obtain interface using situations. Figure 1 is the real time measured inflow and 
outflow. 

5.2   CPU Utilization Rate 

Some key routing functions, such as protocol analysis, packet exchange transaction 
are carried out in memory by sharing CPU. If CPU utilization rate is too high, the 
routing table might not be able to be updated, packets might be lost and the network 
performance might be seriously affected. 

We can use Cisco device as an example to explain how to obtain CPU utilization 
rate by using SNMP. 

First, we should understand the corresponding management variables of CPU 
utilization rate. In Cisco management information base, there are two tables including 
this information. One table is OLD-CISCO-CPU MIB (Or OLD-CISCO-SYS MIB); 
the other is CISCO-PROCESS MIB[8]. 

As to a single CPU system, we can obtain CPU utilization rate from response 
variables in the above two tables; but for multiple CPU system we can only obtain 
information from the second table. Figure 2 is the real time measured CPU utilization 
rate. 

 

 

Fig. 2. CPU utilization rate 

5.3   Memory Utilization Rate 

Monitoring memory usage can help us to find out memory leakage and abnormal 
network events. If a process applies for memory block, but does not release it after 
using it, we call it “memory leakage”. If this kind of situation happens all the time, it 
would exhaust all memory and make the system collapse. If there is no enough 
memory, we would be unable to allocate buffer for other processes, like the routing 
table memory requests. Eventually the system performance would be affected. 

We can use SNMP poll to get the value of the management variable, and then use 
the following formula to calculate the CPU utilization rate: 

ciscoMemoryPoolUsed means the bytes of memory that are used in the memory pool; 
ciscoMemoryPoolFree means the bytes of memory that are unused in the memory 
pool. Figure 3 is the real time measured memory utilization rate. 
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Fig. 3. Memory utilization rate 

6   Conclusion 

Network performance measurement is an important aspect of network management. 
In this article, we compare and analyze different measurement methods to different 
indexes of network performance. Our work focuses on how to obtain the measuring 
data using the Simple Network Management Protocol (SNMP). These models are 
then evaluated and validated through implementations and analysis. The results show 
advantages of the proposed approach for network performance measurement based on 
SNMP and potential applications in telecommunication domain. 
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Abstract. Recently, the cooperation aspect of distributed teamwork in software 
engineering has become a hot research topic. This paper first reviews the con-
cepts of cooperative software engineering. Then, a process model for coopera-
tive software engineering is investigated, which forms the starting point for the 
analysis, structuring, management and synchronization of cooperative software 
development tasks. Next, universal design principles for an environment to 
support cooperative software development projects are obtained. The identified 
design principles serve as the basis for the development of the model. Finally, a 
typical framework for cooperative software engineering environment is pro-
posed and its key components are described. 

1   Introduction 

Nowadays, it is a trend that more and more software development projects involve a 
large number of developers. In conventional software engineering, the efficiency of 
teamwork is generally improved by the coordination among team members, which 
can be achieved by exchanging formal documents and providing support for keeping 
these documents consistent. However, as the number of developers in a project in-
creases, the potential communication among team members may increase dramati-
cally. Bandinelli et al. [1] pointed out that due to the cooperative nature of software 
development, success is dependent upon “the quality and effectiveness of the com-
munication channels established within the development team”. In order to support 
teamwork more effectively, it is also important to move the focus beyond coordina-
tion towards cooperation. However, a survey of current research approaches and de-
velopment environments reveals that group-supportive aspects often fail to meet the 
requirements for efficient support of communication and coordination [2]. Although 
some conventional tools, such as electronic mail, workflow management systems, 
synchronous debugging tools and group editors, do support group work in software 
projects, they are generally not integral components of a development environment or 
they only support limited activities. In order to achieve the success of software devel-
opment based on distributed, cooperative and group work, several platforms or envi-
ronments for supporting cooperative software engineering have been proposed [3~6]. 
However, there is a strong need to make a more precise description of cooperative 
software development process and its related model, framework and integrated envi-
ronment as the precondition for conducting cooperative software engineering. 
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2   The Definition of Cooperative Software Engineering 

2.1   Implication of “Cooperation” 

In software development process, cooperation needs coordination processes to har-
monize tasks among development team members. In turn, coordination needs corre-
sponding communication mechanism to exchange information among the teammates. 
Therefore, cooperation should be achieved on the basis of coordination and commu-
nication. 

Cooperation is the manner of coordination that is necessary for agreeing on com-
mon goals and for the coordinated achievement of common work results among the 
participants [7].  

Cooperation usually implies shared goals among different actors [8]. Bischofberger 
et al. [6] identified two forms of cooperation: policy-driven cooperation and informal 
cooperation. Policy-driven cooperation is achieved by exchanging and handling well-
structured documents effectively, and guaranteeing correct concurrency access to 
artifacts. This kind of cooperation usually takes place when team members encounter 
objective and technical troubles during the development process, and is often exe-
cuted in predefined workflows and formalized processes. On the other hand, informal 
cooperation is characterized by the unrestricted exchange of structured or unstruc-
tured information, and the mutual influence among the members who carry out a task 
collaboratively. Such cooperation enables the co-workers to build mutual understand-
ing of cooperative work, meaning that a member may be influenced by the others’ 
subjective thought in the environment of freely exchanging ideas. 

2.2   Two Dimensions of Software Engineering 

Generally, Software engineering can be regarded as a sort of collection of product-
centric activities and process-centric activities. Based on literature studies as well as 
our own experience and understanding from practical software developments, the two 
activities can be described as follows: 

Product-centric activities mainly comprise two parts: requirement specification 
and system development procedure. The related artifacts include source codes, execu-
table programs, illustrative documents, configuration documents and user manuals. 
The production processes are based on continuous development stages in which a 
number of predefined intermediate artifacts may be produced. 

Process-centric activities usually aim at achieving the segmented software prod-
ucts. They mainly focus on the communication, interaction, coordination and coopera-
tion among software developers in the whole team. They are based on the computer 
network and a set of assistant tools. More clearly, these activities consist of process 
management, coordination mechanism, product management, quality monitor, secu-
rity control, version control and risk assessment. For the purpose of assuring interme-
diate results, reference lines are introduced into software engineering, defining and 
supervising project states that the developers and users have agreed upon for synchro-
nization of their cooperative work processes [7,9]. 
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2.3   The Definition of Cooperative Software Engineering 

Based on the description of cooperation and two perspectives of software engineering 
in previous sections, cooperative software engineering can be defined as follows 
[3,6,9,10]: 

Cooperative Software Engineering is the mutual operation, collaboration and co-
operative work among developers on the basis of distributed computer network. It 
comprises all kinds of software engineering methods, norms and tools that support 
teamwork flexibly and effectively. It covers formal and informal communication and 
coordination requirements within a software development process that is necessary 
for the planning, execution and coordination of spatially and temporally distributed 
activities and tasks. Accordingly, cooperative software development also encom-
passes both product-centric and process-centric activities on the part of all participants 
whose common goal is the accomplishment of a software product.  

3   Characteristics of Cooperative Software Engineering 

Task-Related Distribution: Due to the large scale and increasing complexity of 
software engineering, it is often required to decompose a project into many subpro-
jects, as well as to specialize within a development organization extending beyond 
project boundaries [9].  

Spatial and Temporal Distribution: Spatially distributed teams are able to handle 
different subprojects sequentially or in parallel during the lifecycle of the project. 
Various project goals could be achieved at different times by the synchronization or 
coordination of work processes. 

Interaction: In accordance with the two distributions described above, the construc-
tion of a suitable communication infrastructure is also needed to cover the communi-
cation, coordination, cooperation and other requirements. The interactions among 
team members could be either synchronous or asynchronous, depending on the spe-
cific requirement itself.  

Dynamic Development: As various uncertainties always lead to frequent changes in 
the schedule of software development as well as the assignments among co-workers 
and the states of resources, developers are suggested to track all kinds of the dynamic 
information to guarantee the consistence of diverse work processes. 

Concurrent Development: Activities are coordinated in parallel rather than sequen-
tially. Co-work loops with constant communications are much shorter. The functional 
team and product realization processes are able to react to changes more quickly. The 
developers have to think about all the factors during the lifecycle, from the conception 
design to the project implementation and update. In addition, lower product cost can 
be achieved by executing effective decisions which are made early in the software 
development processes. 
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4   Research Fields Related to Cooperative Software Engineering 

During the last decades, how to better assist the realization of cooperation in software 
development has attracted more and more attention. Significant contributions have 
been made to this research field. 

Process-Centered Software Engineering (PCSE): Ever since the introduction of 
Process-Centered Software Engineering (PCSE), a series of process models have been 
applied in many software projects, because they are able to achieve cooperation in a 
way of describing a specific software process with all the activities and information 
flows it comprises. PCSE tries to establish a comprehensive theoretical basis for the 
purpose of understanding, describing and enhancing specific software processes [11]. 
The resulting process model consists of the description of objects (software artifacts 
and other process data) that are expressed as a set of rules defining the preconditions, 
operation processes and conclusions of various activities. However, PCSE ignores 
some other factors in software engineering, such as creativity, uncertainty, informal or 
interactive cooperation etc. as they are free from the standardized workflows and 
formalized processes [11].  

Workflow Management (WFM): According to WfMC’s definition [12], WFM 
systems are driven by the formalized workflow descriptions, and are obviously simi-
lar to cooperative software engineering environment in terms of supporting coopera-
tive software development. WFM controls and manages a user’s task sequence by a 
set of predefined operations or steps in business work, which may be sequential, par-
allel or interlaced. Once a workflow is precisely defined in a process-oriented WFM 
environment, it is usually impossible to escape from the modeled sequence of coop-
erative work steps at run time. In other words, WFM cannot perfectly meet the re-
quirements of high dynamic or high flexible cooperation.  

Computer Supported Cooperative Work (CSCW): The cooperative development 
of software project is a kind of cooperative work to some extent, causing that the core 
principle of Cooperative Software Engineering could also be regarded as an evolution 
or extension of CSCW [10]. 

The goal of CSCW is to assist real users to achieve the consistence of cooperative 
activities. A CSCW system consists of four elements: role, shared object, cooperative 
activity and cooperative event. Role describes the responsibility of a member in coop-
erative work. Shared object is the common object operated by co-workers during 
cooperative processes. Cooperative activity describes the specific and segmented 
cooperative process. Cooperative event, which is used to harmonize the actions of 
team members, is the indicator of how the cooperation goes on and how the state 
changes. CSCW strives to support both synchronous activities and asynchronous 
informal interactions. The environment for developing a CSCW system comprises a 
set of APIs (Application Programming Interface) supporting cooperative work, based 
on which developers can select suitable cooperation models and control mechanism to 
easily build a new software project. 

Concurrent Engineering (CE): The concept of CE was brought forward almost at 
the same time (1986) as CSCW did. CE, a systematic approach regarding system 



80 Y. Tang et al. 

 

integration and parallel design, also concentrates on collaborative teamwork. Its tech-
nologies for supporting cooperation are highly relative to the research of CSCW.  

Computer-Aided Software Engineering (CASE): CASE aims at the implementa-
tion of semiautomatic or automatic software development process. However, re-
stricted by themselves, most CASE tools can only satisfy the requirements of collabo-
ration and cooperation by using special design methods in special working environ-
ments. In other words, these tools lack of the all-purpose capability. In a study exam-
ining the support of collaborative facilities in CASE tools, Vessey and Sravanapudi 
[13] pointed out that available CASE tools provide only a few features that are com-
monly found in groupware systems. 

5   A Processes Model for Cooperative Software Engineering 

Based on the two-dimension characteristics of software engineering (described in 
Section 2.2), Altmann and Pomberger [9] proposed a model (shown in Figure 1) for 
cooperative software engineering to describe the development activities along with 
the associated project team members and the relationships among the workflows as 
well. 

 

Fig. 1. Model of cooperative software development processes 

The model comprises two logically connected areas: 

- Process view: The kernel of this model is a set of components that describe the 
tasks of development activities and relationships among them. The process-
related actions of a software development project occur when an overall task is 
decomposed into multiple smaller subprojects and subtasks. Each individual 
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subtask is assigned to a corresponding individual process participant or a small 
team. 

- Product view: The product view includes the results of a software project. 
These development results consist of documents, executable programs, proto-
types and software libraries. 

6   Environment for Cooperative Software Engineering 

Cooperative Software Engineering should depend on applications of suitable meth-
ods, tools and environment to support cooperation. A good engineering environment 
can shorten the cycle of system development and reduce product cost, and let devel-
opers well apply the process models in cooperative work processes. 

In order to identify the requirements for cooperative software engineering envi-
ronment, Altmann and Weinreich [14] have made a deep research in the following 
aspects: the way software development teams work together, the kind of information 
exchanged, the underlying needs for coordinating the work of software development 
teams, and the kinds of existing project groups etc. As a result, they summarized a list 
of specific requirements: 

- Individual- and group-specific views of current development process 
- Group-, project- and organization- specific information 
- Context-dependent document templates, check lists and other guidelines 
- Predefined word procedures, each of which contains a list of tasks representing 

the standard or outline case of work performance 
- Status and history information about an ongoing project and its software arti-

facts 
- Browsing facilities to visualize and sort an activity sequence according special 

aspects 
- Configuration of project-specific constraints and regulations 
- Automatic notification of team members about changes and modifications 
- Mechanisms for supporting awareness in cooperative development activities 
- Communication independency of time and location 
- Asynchronous informal communication (where dispersed team members can 

jointly comment and annotate documents) 

7   A Typical Framework for Cooperative Software Engineering  

So far, several platforms for supporting cooperative software engineering have been 
proposed [2~6,15]. These platforms have similar components to meet the common 
requirements of cooperative software engineering. We classify the user needs of co-
operative software development into three main parts: software process control, arti-
facts management, communication and coordination. In accordance with these needs, 
a typical cooperative software engineering framework should generally have several 
key components as follows (Figure 2): 
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Fig. 2. A typical framework of cooperative software engineering 

7.1   Workflow Supported Components 

Workflow technologies can be used to model software development process. In work-
flow models, a software process is decomposed into many activities, resources and 
participants, for operating pre-planned activities always achieve great efficiency. In 
general, workflow supported components in cooperative software engineering envi-
ronment mainly have the following three types: 

Process Modeling Components: A process model provides the formalized descrip-
tion of software processes in computers. It defines all kinds of activities, participant 
roles, resources and run-time parameters in software processes, as well as the control 
flows and data flows in activities. There are many workflow modeling methods pro-
posed to model software processes, such as Petri nets, object models, language arts 
theory, directed graphs and so on [16]. Good process modeling mechanisms should 
have good description ability, good flexibility and good support for further modifica-
tion and dynamic evolution. Additionally, some extensions to workflow model, such 
as temporal extension [17,18], have been put forward to enhance the description abil-
ity of workflow models. However, special visualized modeling tools are required to 
support such workflow modeling.  

Process Analysis and Verification Components: The purpose of modeling software 
development processes is to ensure their smooth execution and the expected business 
objectives. Thus, it is required for these models to be analyzed and verified by some 
process analysis and verification mechanisms before they are deployed in run-time 
environments. There are three types of process analysis [19]: 

- Validation analysis is used to verify whether the execution of processes can 
achieve expected business objectives.  

- Correctness analysis is used to verify the correctness of process models.  
- Performance analysis is used to evaluate some performance parameters of 

process models, such as average execution duration of processes, average 
waiting time of activities, average using rate of resources and so on.  

Process Engine: Providing well-defined practices for software specification, continu-
ous software process improvement has become one of the key factors of software 
development. Software processes should encompass quality strategies, document 
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schemes and predefined work procedures which are looked as guidelines for planning 
and carrying out cooperative activities. Therefore, in cooperative software engineer-
ing environment, a Process Engine is needed to control the execution flows and trig-
ger the process steps according to the pre-defined workflow model. 

7.2   Configuration Management Components 

As it can assist in organizing and controlling various artifacts produced during the 
lifecycle of software development, Configuration Management has been widely rec-
ognized as one of the key components in traditional software engineering. Tools sup-
porting configuration management have evolved into sophisticated software environ-
ments, in order that they can enhance the ability of modeling and managing the states 
of all kinds of related items in software development processes. Therefore, Configura-
tion Management is also very important in cooperative software engineering envi-
ronments. It not only provides helps in synchronizing or merging parallel versions of 
software artifacts, but also supports efficient and effective coordination over long 
distances and low bandwidths.  

7.3   Cooperation Management and Related Interaction Mechanism 

Cooperation Management focuses on the two aspects of cooperation (as described in 
Section 2.1): formal cooperation which occurs in standardized workflows and devel-
opment processes, and informal cooperation which occurs freely from the rigid spatial 
and temporal assignments in various workplaces and tasks. Because the latter is diffi-
cult to be modeled in workflow models, cooperation agents and related cooperative 
rules are introduced. Each activity needing cooperative actions is represented by a 
cooperation agent, and these agents interact with each other according to the prede-
fined cooperative rules in Cooperation Manager. Cooperation management tools 
mainly support the team in planning collaborative work, provide to-do lists and in-
formal communication, allow the delegation of work packages (clusters of small sub-
activities that are assigned to team members) to other users or groups of people in-
volved in task performance, notify changes, and provide up-to-date overviews of 
work progresses [14]. 

There is a need to establish some mechanisms in cooperation agents for communicat-
ing and exchanging messages with each other. Basically, synchronous mechanism and 
asynchronous mechanism have played an important role in supporting cooperation: 

Synchronous Mechanism: A requirement for achieving cooperation among team 
members is that all the members should be provided a consistent working environ-
ment. The generation of cooperative actions must comply with a certain time-order, 
which is created and managed by the synchronization mechanism. In other words, 
synchronization mechanism manages the time-order of all kinds of cooperative events 
that occur in cooperative processes. The difficulty of well designing a synchronization 
mechanism is to describe synchronous relationships and provide real-time services.  

Asynchronous Mechanism: The informal cooperation (described in Section 2.1) 
focuses on the shared small pieces of information that cannot be formalized (e.g., 
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ideas and short term plans) and is not suitable to be put into activities with fixed struc-
tures. Therefore, when work teams are dispersed over long distances, a developer may 
be frequently interrupted by requests for some specific information that nobody else 
can provide. To support such cooperation and decrease the number of interruptions, 
an asynchronous mechanism should also be included into a cooperative software 
engineering environment.  

8   Conclusions 

The development of a large-scale and complicated software project is characterized 
by spatial and temporal distribution involving many developers. In order to improve 
the efficiency of development process and ameliorate the quality of software prod-
ucts, cooperative work mechanisms are necessary to be introduced into software 
engineering. 

Cooperative software engineering can be looked as an evolution or extension of 
traditional software engineering. It emphasizes the restricted pre-defined exchanges 
and correct handling of well-structured documents, the unrestricted, spontaneous and 
flexible exchanges of information among team members, and the concurrent control 
of exchanges towards the phased achievement. 

After a comprehensive literature review, we provide a precise description of Coop-
erative Software Engineering. A process model is used to interpret how to realize the 
cooperative work in software development from both process viewpoint and product 
viewpoint. Requirements and infrastructure of tools and environments supporting 
cooperation are reviewed and discussed, and a typical framework and its components 
are described. Our future research directions are identified as follows: (1) an executa-
ble platform of cooperative software engineering and its application in large health-
care information systems; (2) representation and reasoning of temporal data in coop-
erative work; (3) new approaches for solving resource conflicts in cooperation.  
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Abstract. Bayesian network is an important and powerful method for represent-
ing and reasoning under conditions of uncertainty, and has been widely used in 
artificial intelligence and knowledge engineering. Structure learning is certainly 
the most difficult problem in Bayesian network research. In this paper we give 
an introduction to Bayesian networks, and review the related work on leaning 
Bayesian networks. Then we discuss the major difficulties in structure learning, 
and propose an efficient algorithm for cooperative learning of Bayesian net-
work structure from database. The experimental results from a case study prove 
that such an approach is feasible and robust.  

1   Introduction 

Along with the development of information technology, how to extract and utilize 
information resources is very important for decision-making. Bayesian network (BN), 
advanced by Pearl [1], is a probabilistic graphical model, which has been used for 
probabilistic reasoning in expert systems.  Because this method has a powerful ability 
for reasoning and a flexible mechanism to learning, it provides an effective way to 
deal with incomplete data or uncertainty. Nowadays, it has been used in a number of 
different domains, such as medical diagnoses [2], knowledge discovery and data min-
ing [3], image interpretation and pattern recognition [4,5]. Undoubtedly, it has been a 
research hotspot in artificial intelligence and knowledge engineering. 

Bayesian networks also called causal probabilistic networks, belief networks, or in-
fluence diagrams [6]. The basic thinking of BN is the Bayes theorem in probability 
theory. It can incorporate expert knowledge and historical data for decision-making, 
and give a graphical representation of the domain problems and results. A Bayesian 
network consists of two components: one includes a set of variables and a set of di-
rected edges between variables, which forms a directed acyclic graph (DAG); the 
other includes a conditional probability table (CPT), which represents the uncertainty 
of relationships on each variable with its parents. Suppose a data set D is given, which 
is defined by n variables V={ V1 V2 … Vn}. Each variable respond to a node. 
Let G represents a DAG; L is a set of directed links; P is a set of conditional probabil-
ity distributions associated with every node. Then a Bayesian network BN can be 
noted by: 

BN= G P = V L P    (1) 
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where 
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Using Bayes chain rule, and let Pai is the set of parents of the variable Vi, so we can 
get the joint probability distribution: 
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In the next section, we discuss the related work on leaning Bayesian networks. In 
Section 3, we discuss the major difficulties in structure learning, and then propose an 
efficient algorithm for cooperative learning of Bayesian networks. In Section 5, we 
present a case study to prove the feasibility and effectiveness of the proposed algo-
rithm. Eventually, Section 6 contains some remarks as well as some suggestions for 
future research. 

2   Related Work 

Learning Bayesian networks is currently a central area in Bayesian network research. 
It is a process to optimize the networks. Its goal is to find out a network model that 
best represents the dependent relationships of the variables in a given database. The 
problem can be divided into two aspects: structure learning and parametric learning. 
The former is to obtain the topology of the network, in other words, construct a DAG 
for the particular problem. The latter is to get CPT about the data set. Structure learn-
ing is the key step to perform reasoning and predicting, and is one of the important 
parts of the research domain. This paper focuses on structure learning. 

Research on learning network models started from Chow and Liu [7]. They intro-
duced a method for recovering simple tree-structured belief networks. Subsequently, 
Rebane and Pearl [8] extended Chow and Liu’s method to learning polytrees-singled 
connected networks, so that it is able to recover exactly the polytree underlying the 
given data set. However, if the raw data come from a non-polytree distribution, the 
method is reliable. Cooper and Herskovits (1992) developed a Bayesian method for 
the induction of Bayesian networks from data, provided an algorithm for obtaining the 
most probable Bayesian network given a database of case [9]. Many other researchers 
have studied the Bayesian approach for structure learning [10,11]. Although this ap-
proach can handle missing data and hidden variables, it assumes a uniform distribu-
tion over all possible network structures. Lam and Bacchus [12] introduced an ap-
proach that is based on MDL principle to overcome the difficulty by avoiding the 
explicit definition of the structure in prior. With the MDL score, the prior of a hy-
pothesized network structure is replaced by the description length of the structure. It 
is important that the length of structure is computable. Nevertheless, the MDL method 
still cannot obtain the best structure in the exponentially searchable space of possible 
structures. Singh and Valtorta [13] presented a method of recovering the structure of 
Bayesian networks from a database by integrating CI test based methods and Bayes-
ian methods. Recently, more and more researchers have been conducting studies on 
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structure learning in the presence of incomplete data and hidden variables [14,15,16]. 
Many scoring criteria that are used to learn Bayesian network structures from data are 
score equivalent. Chickering [17] used this criterion in conjunction with a heuristic 
search algorithm to perform model selection or model averaging.  

More and more methods and algorithms have been developed recently. Unfortu-
nately, each of them has its disadvantages. It is just because structure learning is a 
complex and time-consuming work, and the difficulties mainly arise from the size of 
the structure space that is exponential relative to the number of variables and the 
acyclicity of directed links has to be guaranteed for each possible structure. In the 
following section, we discuss the major difficulties in structure learning and propose 
an algorithm that can reduce the search space and improve the efficiency of learning. 

3   Major Difficulties in Structure Learning 

The main obstacle for using Bayesian networks is to construct the domain model, that 
is to say, learning the structure of a Bayesian network is very hard. The major diffi-
culties are discussed below. 

3.1   Discontinuity of Structure Space 

The structure space refers to the set of all possible structures for a target Bayesian 
network to be learned from a given data set. The fact that the structure space is not 
continuous suggests discontinuous search strategies for enumerating possible alterna-
tive structures. This is different from parameter learning where the parameter space is 
continuous and thus an iterative approximating method such as EM can be used to 
approach the global optimum in the continuous problem space. It is possible in prin-
ciple to coerce a full specification of the network including the structure and its pa-
rameters into a single vector of real-valued parameters. However, this artificial con-
struct would have complex non-continuous derivatives. On the other hand, it is often 
infeasible to select a single optimal model from an exponential-sized set of models. 
Consequently, rather than selecting a single optimal model, an alternative approach is 
to look for a subset of good models.  

3.2   Exponential Size of Structure Space 

The structure space has a size exponential related to the number of variables of the 
network. This renders any search-based method inefficient in finding the global opti-
mum if the size of the network is not trivial small. For a network of n variables, let Nul 
be the total number of all possible different undirected links, Nus be the total number 
of all possible different undirected network structures on the n variables, and then we 
have 

2)1( −= nnNul  (5) 

2)1(22 −== nnN
us

ulN  (6) 

When the variables are ordered in advance so that a link can only be directed towards 
a variable later in the ordering, then the total of all possible directed links is  
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Accordingly, the total number of all possible directed structures given a particular 
variable ordering is  

2)1(2 −= nn
dsN  (8) 

The total number of all possible different n-variable orderings is 

!nNvo =  (9) 

Therefore, we can determine the number of all possible directed network structures 
Ns of the n variables: 

( 1) 2( 1) 1 !(2 1) 1n n
s vo dsN N N n −= ⋅ − + = − +  (10) 

3.3   Acyclicity Constraint 

For each hypothesized structure of the network, the acyclicity constraint over directed 
links has to be satisfied. An acyclic directed graph will not lose its acyclicity by re-
moving any existing directed link. Directed cycles may only appear when a new di-
rected link is added. Generally, maintaining an ordering of the variables is an easy 
way to guarantee the acyclicity constraint satisfied. 

 3.4   Equivalence Class of Structures 

Furthermore, not all the possible structurally different directed networks are essen-
tially different. An important concept is the equivalence class of networks (structure) 
[18]. Two structures are equivalent if they exhibit equivalent functional decomposi-
tions of the full joint probability density, and therefore equivalent independence or a 
committee of reasonable models rather than one best model from the data. 

3.5   Incomplete and Soft Data 

Incomplete and soft data raise serious difficulties to the structure learning. Not only 
should hypothesizing alternative structures be motivated by statistical properties of 
the data, but also selecting structures and estimating parameters for a structure must 
rely on the data. Although the problem of incomplete soft data can be solved using 
EM algorithm in parameter estimation, when both structure and parameters are to be 
estimated, even the EM algorithm appears to be problematic. 

4   An Algorithm for Learning Bayesian Network Structure 

In this section, we propose an algorithm for cooperative learning of Bayesian network 
structure. Its basic thinking is to set the related parameters to reduce the search space 
of possible structures based on expert knowledge and prior knowledge, then to prune 
the fully connected potential graph through conditional independence (CI) tests. So 
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we can get the minimal potential graph, which is the best-undirected structure re-
sponding to the DAG, and then determine the direction of the links by the Bayesian 
MAP criterion. The procedure contains four steps: (1) Define the variables for a do-
main and prepare the data set, and then generate a fully connected potential graph; (2) 
In light of the expert and prior knowledge, divide the variables into two sets of vari-
able pairs: L0 is the set of variable pairs which have an undirected link and L1 is the 
set of variable pairs which have not an undirected link. Set the maximum number of 
parents TP for any variable in the underlying BN. This step may reduce the search 
space of possible structures and improve the efficiency of computation. (3) Use CI 
tests to prune the remaining links, and then obtain a minimal potential graph that 
approximates the undirected version of the underlying directed graph. (4) Use the 
Bayesian MAP criterion to determine the direction of links.  

In order to clarify and illustrate the algorithm, we give the following definitions 
and theorem: 

Definition 1: For a problem domain, let each node represent a variable respectively, 
so all of undirected links between every two nodes can construct a graphical model, 
called fully connected potential graph, denoted by PG. 

Definition 2: If the random variables X, Y and Z with a joint distribution P (X, Y, Z), 
there has: P (X|Y, Z)= P (X|Z), that is to say if the state of Z is known then no knowl-
edge of Y will alter the probability of X, So we call the variables X and Y are Condi-
tional independent given Z under P, denoted by I X Y|Z . 

Definition 3: If X, Y and Z are three disjoint subsets of nodes in a directed acyclic 
graph (DAG) D, then Z is said to d-separate X from Y, denoted <X|Z|Y>D, if for all 
paths between a node in X and a node in Y there is an intermediate node w such that 
either (1) w has converging arrows and none of w or its descendants are in Z, or (2) w 
does not have converging arrows and w is in Z. 

Theorem 1: For any DAG D there exists a probability distribution P such that D is a 
perfect map of P relative to d-separation, i.e., P embodies all the independencies por-
trayed in D, and no others. 

The algorithm procedure can be described as follows: 

(1) Initialize the Fully Connected Potential Graph 
Firstly, based on the given problem and the data case, we get the fully connected 
potential graph. That is, assume that there is a relationship between any of the vari-
ables, and the links are used to represent the relationships, so a fully connected PG is 
constructed. Written in mathematical forms as: 

( )LV ,,=PG  (11) 

Where 

 nVVV ,,, 21 L=  (12) 

( ){ }VL ∈−= jiji VVVV ,|  (13) 

( ) ( ){ }L∈∀= jiji VVVV , ,,φ  (14) 
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The numbers of links L:  

( ) 21−= nnL  (15) 

Let AX denotes the set of directed neighbors of X, and |AX| denotes the number of 
X’s neighbors. Initialize 

{ }XA \X V=  (16) 

So 1−= nAX
, where n=|V|. 

(2) Enter Prior Knowledge 
For any of the two variables X and Y, based on the expert knowledge and prior in-

formation, set the tree parameters as: 
Let ( ){ }YX ,0 =L , denote the set of variable pairs (X, Y) between which there must 

be an undirected link. 
Let ( ){ }YX ,1 =L , denote the set of variable pairs (X, Y) between which there must 

not be an undirected link. 
Let TP denote the maximum number of parents for any variable in the underlying 

Bayesian network. It may be set by prior knowledge or commonsense knowledge 
which satisfied TP n-1, or be set TP=n-1 if no prior knowledge about this number is 
available. 

(3) Prune the Potential Graph 
Let (X Y|Z) denote a conditional independence test to be true, tp denote the num-

ber of conditioning variables Z. Let (X, Y) denote the minimum d-separation set of 
variables d-separating variables X, Y. We can prune the fully connected PG by this 
step, and get the minimal PG, which approximates the undirected version of the un-
derlying directed graph.  The main loop is described as bellows. 

for (tp=0; tp Tp; tp ++ ) 
for (i=0; i n; i ++ ) 
for (j=i+1; j n; j ++ ) 
{ 
Let X=Vi,Y= Vj,U=V\{X,Y}  
If X,Y L0 then 
set φ =φ =1 
else if X,Y L1  then 
set φ =φ =0 
else if XAY ∈ , pX tA > , pY tA >  

Let Z enumerate the subsets of size tp of ( ) { }YXAA YX ,\∪  

if X Y|Z then 
cut the link between X, Y: φ , =0, 

{ } { }XAAYAA YYXX \   ,\ ==  

set the d-separation set X, Y =Z 
else set φ = ;  
} 
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In the process: (1) If |AX| =0 at a certain time, then the variable X is considered iso-
lated from all the other variables, and it will not be included in the future steps. In this 
way, isolated variables can also be handled. (2) It is because that tp denotes the num-
ber of conditioning variables, starts from zero and increases one by one, the  
d-separation set X,Y) obtained for any two variables X, Y must be a minimal  
d-separation set not including irrelevant variables. 

(4) Edges Direction 
According to Cooper and Herskovits [9], we can find the most probable network 

structure given the database by 

∏∏∏
== = −+

−
=

ii r

k
ijk

n

i

q

j iij

i N
rN

r
SP

11 1

!
)!1(

)!1(
)|(D  (17) 

In the light of the variables in the domain, we can get the direction of some edges 
based on prior knowledge. Let (X—Y) denote that there is an undirected link between 
X and Y, (X Y) denote that X and Y are not adjacent, and (X Y) denote there is a 
directed link from X to Y. And let X  Y denote that there is a directed path from X 
to Y. So we can get the direction of links with the algorithm by following steps in the 
given order: 

1. Enter prior knowledge: If the directed links are provided by the user, add the di-
rection as they provide. 

2. Rule1: Resolving the converging arrows. 
For (X, Y, Z) enumerate all triples of variables: 
If (X—Z) & (Y—Z) & (X Y) & Z ∉ X, Y then orient X—Z—Y as 
X Z Y. 

3. Rule2: Resolving transitive arrows. 
For (X, Y, Z) enumerate all triples of variables that do not form converging arrows 
(X Z Y): 
If (X Z) & (Y—Z) & (X Y) then 
orient Z—Y as Z Y. 

4. Rule3: Resolving acyclic arrows. 
For (X, Y) enumerate all undirected links that remain to be oriented:  
If (X  Y) & (X—Y), then orient X—Y as X Y. 

5. Repeat step 2 and 3 until no more edges can be oriented. 
6. If there still have edges undirected, use the Bayesian MAP criterion to determine 

the direction. Use formula (17) to compare the aposterior probability of the model 
given the data. 

if P (SX Y|D)  P (S Y X |D) 
then the orient X—Y as X Y. 
Where SX Y and S Y X denote the structure with the direction between X and Y re-

spectively. And D denotes the given data set.  

In this phase, we can determine all the direction of the edges, and finally obtain a 
directed acyclic graph (network structure). 
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5   A Case Study 

Bayesian network has a powerful ability to utilize and represent the information or 
knowledge, so it has been extensively used to business and commerce [19]. Based on 
the algorithm, we show a case study for market modeling. In the product-marketing 
database, there are 5 variables, and each of them has two states, described as packag-
ing (yes, no), customer service (yes, no), price (elevated, unchanged), total of selling 
(increased, reduced), revenues (increased, reduced). The data set contains 1500 re-
cords. In the light of the variables in the domain, we first get the fully connected po-
tential graph (PG) of market model (as shown in Fig. 1). Using the algorithm pro-
vided in Section 4, a Bayesian network of market model can be constructed (as shown 
in Fig. 2). The model can help us make decisions in business implementation and 
optimize selling profitability. Furthermore, it can guide the businessman to take more 
precise marketing actions and improve the competitive advantage by marketing more 
intelligently. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Fully Connected PG of Market Model     Fig. 2. Bayesian Network of Market Model 

6   Conclusion and Future Work 

In recent years, many researchers pay a great attention in learning Bayesian networks 
from data. Structure learning is the hotspot in the research domain. How to improve 
the efficiency and accuracy of learning has been the main theme in this area. In this 
paper, we propose an algorithm for cooperative learning of Bayesian network struc-
ture. The basic idea is to set the related parameters to reduce the search space of pos-
sible structures based on expert knowledge and prior knowledge, then to prune the 
fully connected potential graph through conditional independence (CI) tests. Using 
conditional independence (CI) tests, we can prune a fully connected potential graph to 
a best PG, which is expected to approximate the undirected version of the underlying 
directed graph. Eventually, the Bayesian MAP criterion is used to determine the di-
rection of links. A case study in business intelligence proved the feasibility and effec-
tiveness of the proposed algorithm. Our future work includes the feasibility study of 
applying the proposed algorithm to complex problems or very large potential graphs. 
Meanwhile, the sensitivity for the database size and the usability for incomplete data 
are also considered as our further research directions.  
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Abstract. Web user profiles are widely applied to complete the high-quality 
website design and the personalized web services. One issue in this technology 
is the study of contradiction between the collection of personal data and the pro-
tection of user privacy. In order to alleviate the contradiction, this paper pro-
vides a new profiling approach, namely non-violative user profiling, which in-
tegrates the non-violative strategy and Markov user model ideas. It can extract 
more exact information automatically with the participation of web users. It has 
been implemented in our experimental website to identify the design defects 
and validate the effectiveness of the proposed approach.  

1   Introduction 

Web user profiling technology [1] can extract the user information to acquire the most 
complete picture of the web visitor. The information, so-called user profiles can help 
in improving the design of website and customizing the content to the needs of spe-
cific users [2].  

Bygrave [3] defined the user profiling as “the process of inferring a set of charac-
teristics about an individual person or collective entity and then treating that person or 
entity in the light of these characteristics”. In the Internet application, user profiling is 
the process of gathering information specific to each web user, either explicitly or 
implicitly, which refers to a set of user preferences or settings including his or her 
interests and navigational behaviors. 

User profiling can be classified into explicit user profiling and implicit user profil-
ing. Explicit user profiling is the process of analyzing explicitly users’ static and pre-
dictable information which usually comes from electronic registration or survey 
forms, to achieve the characters of the user. The advantages of this approach include:  

- users interact with the system directly and have choice to agree or reject the 
process of profiling;  

- users can easily adapt the profiles elements about themselves;  
- the system can make some assumptions about a user in advance, and improve 

the profiling process.  
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Explicit user profiling also has a number of obvious disadvantages:  

- it is difficult to ensure that all users will voluntarily provide information to the 
system;  

- answers provided by users may not reflect their own inspiration accurately;  
- answers of some users may prone to their own subjectivity;  
- the profile is static and not flexible enough to take a user’s interest changes 

into account.  

However, explicit user profiling also has some disadvantages:  

- users maybe put off when realizing their individual information is collected;  
- user profiles may not be fully certain;  
- general interests of the user cannot be traced at real time.  

Unlike explicit user profiling, implicit user profiling is the process of analyzing 
implicitly a user’s activities, e.g., time spent, present position, and navigational his-
tory to determine what the user is interested in. It can be processed automatically, and 
the profiles can be updated and adjusted continuously. 

Collecting and understanding of personal data is the key of the profiling process. 
So the risk of privacy for users is raised correspondingly, just as introduced in [4] that 
personal details are often used and sold without user’s consent. That is the reason that 
web users are very concerned about threats to their personal information, and ex-
tremely worried about divulging individual data as well as being tracked. It is re-
ported in [5] that most of web users counteract by leaving web sites that required 
registration information or having entered fake registration information.  

But it also reported that eighty-one percent of web users want web sits to ask for 
permission to user personal data [5], and more than thirty percent of them are willing 
to give out personal data for getting something valuable in return [6].  

So the study of the contradictive situation is necessary. Some previous works have 
been done. In [7], the author believed that improving the users’ control over their 
owner data while profiling could improve the protection of user privacy. Dickinson et 
al. [8] proposed to use policy-based access control to improve the user’s control over 
profiling. A solution, so-called ePerson, is also suggested, in which the information 
about the individual data is directly under the user’s control. In [9][10], a new breed 
of technologies, namely Privacy-Enhancing Technologies, have been developed to 
help individual users take control over their data being collected. Pearson [11][12] 
used trusted agents that exploit Trusted Computing Platform technology to build up 
one or more profiles corresponding to users.  

Based on those works, the following problems should be studied further:  

- how to define the user’s role while profiling;  
- how to construct an effective dynamic user model to realize data mining and 

information update;  
- how to reuse the profiles.  

In this paper, we will address these problems through the following steps:  

- with the use of a non-violative strategy, user privacy can be protected while 
profiling;  
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- a stochastic user model is defined to mine the users’ behavior automatically;  
- profiles are modified or filtered with user’s participation;  
- as an example, the solution has been implemented to improve the design of the 

website.   

The rest of the paper is organized as follows: in the next section, the non-violative 
user profiling model is presented in brief. The non-violative strategy, as the key crite-
rion in our profiling process, is studied. And then the stochastic user model is con-
structed, and the algorithms of the model are designed. Finally, we implement the 
method in our website, and analyze the results obtained. 

2   Non-violative Web User Profiling 

Our approach, namely, non-violative user profiling, integrates the non-violative strat-
egy and Markov user model ideas. The strategy protects the personal privacy, and the 
Markov user model learns the characters of the web user automatically. 

 

Fig. 1. Non-violative user profiling model 

As shown in Figure 1, when a web user browses the website, he or she will be as-
signed with two identifiers. One is Site Particular ID, which is generated by Client-
side Identifier Generator Agent. The other is Session ID, which is generated by the 
User Profile Database. The former is the true identifier, and the latter is a random 
identifier for visiting. “Double identifier” achieves the idea of non-violative strategy. 
Then a Markov user model based on “Double identifier” collects and extracts the 
user’s navigational behaviors to acquire user profiles together with the reused pro-
files, website structure and page contents. The extracted user profiles will be in direct 
control under the user who can modify or filter the profiles on his owner behalf. The 
profiles are then stored in User Profile Database with the user’s acknowledgment. The 
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profiles in Database are then used in applications, such as website design and person-
alized web services. 

2.1   Non-violative Strategy 

Non-violative strategy is viewed as an enhanced anonymous mode to protect the 
user’s privacy while profiling. The user has right to control his or her individual data, 
and decides which elements of the user profile are revealed and what purposes for 
later use of these data are. They can inspect, block, rectify and erase both the data that 
they themselves provided, and specifically the assumptions that the system inferred 
about them.  

Anonymous model works as the release of the user’s true identity to a pseudo-
identity to protect the interests of the user while data are collected. Web users that 
remain anonymous are more likely to provide data about themselves [13]. Because the 
user may have multiple separate identities, which may or may not reference the same 
user profile [14], the system will not be able to recognize the user returning, and so 
some information about the user may not be re-used.  

In order to address this dilemma, the user identifier can be global in scope [15] and 
persistent over a long period. But this method affords the user little in privacy protec-
tion, since the same identifier is given to each site, allowing long term tracking of the 
user between different sites. In general, there is no need for the identifier to be global 
and persistent over time. In [8], Dickinson et al. present a solution that uses a sit scope 
identifier instead of a single, global identity.  

“Double Identifier” achieves the idea of non-violative strategy.  
One identifier of the web user, namely “site-particular identifier” generated by a 

client-side identifier generator agent, is used to identify special user for each visited 
website. Different website has different sit particular identifier, which would prevent 
the user’s navigational behavior being tracked between sites and protect the user’s 
privacy.  

The other identifier is allocated by the website profile store. It is a random session 
identifier which is used for identifying the user’s within-site behavior. Because the 
session identifier changes each session, it cannot be used by the website to track the 
user over a long period.  

We believe that it is sufficient that the identifier in term of the profile can be 
mapped back to a specific user. So the mapping relationship between site-particular 
identifier and session identifier is only managed by the user profile database. It is 
defined as the following statement:  

PrUser ofileDB < Pr , (), Re () ,
i

ofile SessionIDGenerator ID cognise ()IsIDMapping >  

It includes three functions:  

(a) constructing the mapping relationship between site-particular identifier and ses-

sion identifier by ( ,
k

IsIDMapping SessionID )
j

SiteParticularID function and 

continuously updating and adjusting the user profiles;  
(b) recognizing the user returning and reusing user profiles  jlarIDSitParticu will 

map back to Pr
i

ofile  by  function Re (Pr ,
i

ID cognise ofile )
j

SitParticularID ;  
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(c) generating a random session identifier
k

SessionID  for each visiting.  

We define Client-side Identifier Generator Agent ( )IDGeneratorAgent as the fol-

lowing: , ,
i j

IDGeneratorAgent User WebSite<
j

SitParticularID > . It generates 

j
SiteParticularID  for iUser  while visiting jWebSite .  

2.2   Mathematical Modeling 

Based on non-violative strategy, a stochastic user model, namely, Markov user model 
is defined to extract and represent user’s within-site behaviors. We model user’s navi-
gational activities as a Markov process for the following reasons: firstly, the informa-
tion itself may change; secondly, the web user is largely unknown from the start, and 
may change during the exploration. 

We define some terms associated with the model: 

- Definition 1: State.   A state is defined as a collection of one or more pages of 
the website with similar functions. In our model, state contains other two spe-
cial states: Entry and Exit. We assume that web user always enters the Entry 
state before making any request, and resides in Exit state after exiting the proc-
ess; 

- Definition 2: Transition.   A transition occurs with the request for one page 
that belongs to state j while the user resides in one of the pages belonging to 
state i; 

- Definition 3: Transition probability matrix (P).   It is a stochastic matrix with 
elements ijp , where ijp  is the probability of transition from state i to state j. 

This matrix can capture a compact picture of users’ navigational behavior; 
- Definition 4: Holding time ( ijt ).   It is the time which the process remains in 

one state before making a transition to another state; 
- Definition 5: Mean holding time matrix T ).   It is a matrix with element ijt , 

where ijt is the mean of ijt . 

We use transition probability matrix and mean holding time to describe the web 
user behavior. A set of four elements defines a discrete Markov model: 

< , ,
k

SessionID P T >, where: 

- 
k

SessionID is a random session identifier of iUser , which is used for identify-

ing the with-site user behavior; 
- P is a transition probabilities matrix, which is of size )2()2( +×+ NN ;  

- T is a mean holding time matrix. They can be found out by the algorithm: 

(i) For the first request for state s in the session, add a transition from Entry state 
to the state s  and increment sountTranstionC ,1 in a matrix ],[ jiountTranstionC  

by 1, where ],[ jiountTranstionC is a matrix to store the transition counts from 
state i to state j; 



100 J.J. Chen, J. Gao, and S. En Sheng 

 

(ii) For the rest of user’ requests in the session, increment the corresponding tran-
sition count of jiountTranstionC ,  in the matrix, where i is the previous state and 

j is the current state; 
(iii) For the last page request in the session, if the state is not the explicit exit state 

then add a transition from the state to exit state and increment 
)2(, +nsountTranstionC value by 1; 

(iv) To find out the time spent in state i before the transition is made to state j for 
any transition from stat i to state j, except the transition from entry state, and the 
transition to the exit state. If this time belongs to the interval k then, increment 

kjiuntHoldTimeCo ,, by 1 in a three-dimensional matrix ],,[ mjiuntHoldTimeCo , 

where, kjiuntHoldTimeCo ,, is the number of times the holding time is in the in-

terval k at state i before the transition is made to state j. 
(v) Divide the row elements in matrix [ , ]TranstionCount i k by the row total to gen-

erate transition probability matrix P, whose element is jip , : 

,
,

,

= i j
i j

i k

k

TransitionCount
p

TransitionCount
 (1) 

(vi) Find out the interval total for each transition from state i to state j 
in ],,[ mjiuntHoldTimeCo . Divide frequency count in each interval with the in-
terval total to find out the probability of occurrence of the corresponding inter-
vals. Repeat this to generate ],,[Pr mjiobabilityHoldTime . whose element de-
fined as follows: 

, ,
, ,

, ,

Pr i j m
i j m

i j n

n

HoldTimeCount
HoldTime obability

HoldTimeCount
=  (2) 

(vii)  Multiply each interval with the corresponding probability to generate mean 

hold times ( ijt ), which is the elements of matrix T . 

, ,Prij i j m

m

t m HoldTime obability= ×  (3) 

2.3   Profiles Modification 

Markov user model can basically represent “user profile” of within-site behavior. 
Taking the advantage of other information such as user input data, web content and 
structure, we can infer in a set of assumptions about the user, e.g., interests, characters 
and preferences.  

We define user profiles as a set of selected characteristics for a special user or a 
group with similar interests. The representation would be as follows, where,  
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Pr  ,   , 
i k Valid ij Invalid il

j l

User ofile SessionID Char Char=< >  
(4) 

kSessionID  is a random session identifier of iUser ,which can be mapping back to 

the user’s real identifier by User profiling database.  

ijChar  is the characters associated with kSessionID , including the information that 

the user offer himself and the assumption that the system infer from his navigational 
behaviors. 

j
ijValid Char corresponds to the user profiles with the user’s acknowledge. It is the 

sub-set of ijChar  and the part of the user profiles that can be used for some purposes.  

l
ilInvalid Char is the a sub-set of characters that the user does not agree. This infor-

mation will not be used in any manner.  

3   Implementation and Example 

In this session, we use non-violative user profiling approach in an example website to 
analyze the user navigational behaviors for improving the website design. The exam-
ple site is a used-goods exchanged platform. Based on the functions of web pages, 
they were categorized into 12 states in advance:  

(1) Entry;  
(2) Home;  
(3) Login;  
(4) Register;  
(5) Goods Search;  
(6) Seller Data;  
(7) Leave word;  
(8) Goods List;  
(9) Goods Register;  
(10) Customer Support;  
(11) About Us;  
(12) Exit.  

Under the non-violative strategy, we used Markov model to collect and understand 
the user’s behaviors in our website. We got the information about the transition prob-
ability matrix and mean holding time matrix, which represented in Table 1. Based on 
the information, some design defects of the website can be identified and fixrf in 
order to improve the performance of the website: 

(a) Some states, such as Login (0.36), Register (0.48), Goods search (0.42), 
Goods list (0.34), and Goods Register (0.58) have high probability values as-
sociated with self-loops.  
High probability values associated with the Register and Login might be the 
result of a visitor repeatedly registering in many names or logging in a new ac-
count from the present login. A more reasonable cause is the “intermediate 
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page” design problem after reviewing of the site design. We found that both 
Login and Register contain one intermediate page that used to show the link of 
Seller Register (or Login) pages and Customer Register (or Login) pages,  and 
the user unnecessarily make two process while registering. Intermediate page 
can be replaced by dropdown menus to solve this problem.  
The transition from Goods search to itself indicates the user repeated search 
for some goods. It is a good sign for our website. A similar explanation can be 
used to Goods list state and Goods Register state. 

Table 1.  Transition Probability Matrix and Mean Holding Time Matirx. The first column in 
the table is not displayed, whose values are all zero because of the supposition that no transition 
can be made to Entry state from any state. Two rows are associated with each state. The upper 
rows are the transition probability values and the lower rows are the mean holding times in 
minutes. The first state, namely entry state, owns one row, which corresponds to the transition 
probability values and its mean holding times are null because it is virtual state. 

State 2 3 4 5 6 7 8 9 10 11 12 
1 
2 
 

3 
 

4 
 

5 
 

6 
 

7 
 

8 
 

9 
 

10 
 

11 
 

12 

0.30 
0.01 
0.52 
 
 
0.06 
0.5 
 
 
 
 
0.02 
3.12 
 
 
 
 
0.01 
5.60 
0.21 
2.52 

0.13 
0.21 
0.86 
0.36 
0.54 
0.28 
0.91 
 
 
0.12 
2.10 
0.10 
2.78 
 
 
0.04 
2.64 
0.06 
0.85 
0.06 
7.20 

0.01 
0.02 
0.80 
0.02 
0.52 
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(b) Some transitions having high probability can be explain reasonably. For ex-

ample, Transition from Goods Register state to Goods & Seller detail state has 

a high probability (
9 6

0.33p → = ) only because some sellers may want to check 

the information after they register their goods message. But the high probabil-

ity (
2 12

0.43p → = ) from Home state to Exit state may alarm as it may indicate 

that the user leave the site immediately after they go through the Home page. 
After design review, we found that the site brings all the uses who log out for-
mally from the site to Home page. So the probability is high.  

(c) Checking the state transitions, we can find some “site navigability” problem. 
We found that no user exited from the states Leave word to seller 
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( 7 12 0p → = ). A design review indicates that the site does not permit the user 

to exit. It takes the user back to the Goods search state. It is evident that most 
users may check their information that leaved to the seller. So the direct link 
from Leave word to seller state to Good & Seller detail state is necessary that 
will increase site navigability.  

(d) As shown in Table 1, most of the mean holding time is small except the case 

from About us state to Login state ( 11 3 7.2t → = ). This transition probability is 
very low (

11 3 0.06p → = ), so it can be viewed as an occasional case. It means 

it is an occasional transition from About us state to Login state. 

4   Conclusions 

This paper provides a new profiling method, namely, non-violative user profiling to 
help improve the website design. The main technical contribution is the non-violative 
strategy, user profile reuse, a Markov user model and the algorithm to implement the 
model. Non-violative strategy views the web users as the most important participants, 
which alleviate the contradiction between the collection of personal data and user 
privacy concern.  A Markov model is constructed to understand the user’s behavior 
automatically and “double identifier” method is used to solve the profile reuse prob-
lem. The non-violative user profiling method is implemented in an example site to 
identify the design defects of website. As future work, we will improve our approach 
to an open and extensible component service for more uses with more privacy protec-
tion.  
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Abstract. In this paper, we present a generative design method for supporting 
creative conceptual design in a multi-agent system. The hierarchical multi-agent 
system architecture offers a promising framework and an evolutionary compu-
tational approach provides a basis for supporting generative design in distrib-
uted environments. The evolutionary approach relies upon a tree structure rather 
than a known binary string in general GA (Genetic Algorithm). The system can 
generate simple 2D sketch shapes, which are generated by using general 
mathematical expressions, and selected shapes are dealt with to form 3D com-
ponents. These components are classified and saved in a SQL sever based data-
base (component base). The complex design is implemented via combination of 
different components that come from the component base. The layout of com-
ponents is generated by a genetic algorithm. The generative process is illus-
trated through an architectural design example.  

1   Introduction 

Conceptual design is essentially a creation process. It is the creation of functions to 
fulfill customer needs, and the creation of forms and behaviors to realize those func-
tions. Early-stage design ideas have a large impact on the cost and quality of a prod-
uct. Designers have the freedom to generate and explore ideas without being con-
strained by parameters that exist at the later design stages. If many ideas are created 
during conceptual design, there can be plenty of options to choose from, and conse-
quently it is more likely that a good design can be attained. 

Creativity plays a central role in conceptual design. It is associated with a cognitive 
process that generates a design solution, which is novel or unusual and satisfies cer-
tain requirements. Creativity is a subjective activity that depends on the designer’s 
dower, background, personality, and environment that stimulates his/her inspiration. 

Conventional design software does not take human cognition into account. In re-
cent years there has been an increasing development of computer-aided design tools 
to support the design process in areas. Although many breakthroughs occurred in the 
development of CAD systems during the last two decades, there remains a large limi-
tation in supporting creativity in conceptual design phase. A large part of conceptual 
design activity still depends largely on the creative abilities of the human designers.  

Generative Design is an excellent snapshot of the creative process from conceptual 
framework through to specific production techniques and methods. It is ideal for as-
piring designers and artists working in the field of computational media, especially  



106 H. Liu, L. Gao, and X. Liu 

 

those who are interested in the potential of generative/algorithmic/combinational/ 
emergent/ visual methods and the exploration of active images. 

In this paper, we present a generative design method for supporting creative con-
ceptual design in a multi-agent system. The hierarchical multi-agent system architec-
ture offers a promising framework for dynamically creating and managing design 
tasks in distributed design environment. An evolutionary computational approach that 
relies upon a tree structure rather than a known binary string in general GA (Genetic 
Algorithm) is used in this system. The system can generate simple 2D sketch shapes, 
which are generated by using general mathematical expressions, and selected shapes 
are dealt with to form 3D components. These components are classified and saved in 
a SQL sever based component base. The complex design is implemented by combin-
ing different components that come from the component base.  

The remainder of this paper is organized as follows. Section 2 reviews related work 
for computational models of multi-agent system and generative design. Section 3 
introduces the framework of a multi-agent system. Section 4 presents the design agent 
and the tree structure based genetic algorithm. Section 5 describes the assemble model 
of components. In Section 6, an architectural design example is presented for showing 
how to use the tree structure based genetic algorithm and mathematical expressions to 
generate 2D sketch shapes and 3D images. Section 7 summarizes the paper and gives 
an outlook for the future work. 

2   Related Work 

2.1   Multi-agent System for Creative Design 

Designing is an activity during which the designers perform actions in order to change 
the environment. By observing and interpreting the results of their actions, they then 
decide on new actions to be executed on the environment. This means that the de-
signer’s concepts may change according to what they are “seeing”, which itself is a 
function of what they have done. We may speak of a recursive process, an “interac-
tion of making and seeing” [1]. This interaction between the designer and the envi-
ronment strongly determines the course of designing. This idea is called situatedness, 
whose foundational concepts go back to the work of Dewey [2] and Bartlett [3]. Situ-
atedness provided the basis for a new approach to developing computational models 
of individual creative accounted for the interaction of the process with its environ-
ment [4]. This produced the opportunity to develop novel approaches to way individ-
ual creative agents interact with each other in terms of creativity [5]. 

The agent does not simply react reflexively in its environment but uses its interpre-
tation of its current environment and its knowledge to produce a response [6]. Situat-
edness has a particular explanatory power in the area of design research, as designing 
has been recognized as an activity that changes the world in which it takes place [7]. 
Experimental studies [8, 9] have characterized designing as an interaction of the de-
signer with their environment: after changing the environment (e.g. by means of 
sketching), the design agent observes the resulting changes (i.e. the sketch) and then 
decides on new (sketching) actions to be executed on the environment. This means 
that the agent’s concepts may change according to what it is “seeing”, which itself is a 
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function of what it has done. As a consequence the agent can be exposed to different 
environments and produce appropriate responses. A framework for situated cognition 
in a design agent has been developed by Gero and Fujii [10]. Based on this work, a 
number of design agents that embody situatedness have recently been implemented 
[11, 12]. 

We can view situatedness as the ability of an agent to construct external as well as 
internal representations as a function of the current situation, which is the agent’s 
interpreted environment. In other words, a situated agent can be exposed to different 
environments and produce appropriate responses [13]. The agent’s knowledge is thus 
grounded in its interactions with the environment rather than predefined and encoded 
by a third party. 

2.2   Generate-and-Test Model of Creative design 

Recognizing the need for a unified model for supporting creative design in a multi-
agent system, Liu [14] presented a synthesis of the personal and socio-cultural views 
of creativity in a single model. Liu realized that the existing models of personal crea-
tivity complemented the socio-cultural models by providing details about the inner 
workings of the creative individual missing from the models of the larger creative 
system. 

Liu proposed a dual generate-and-test model of creativity as a synthesis of Simon 
et al’s model of creative thinking [15] and Csikszentmihalyi’s systems view [16]. As 
its name suggests, the dual generate-and-test model of creativity encapsulates two 
generate-and -test loops: one at the level of the individual and the other at the level of 
society. 

The model unifies Simon et al’s and Csikszentmihalyi’s models of creativity to 
form a computational model of creativity that shows how personal and socio-cultural 
views of creativity can be modeled in a single system. The model shows that it is 
possible to cast Csikszentmihalyi’s systems model in computational terms and 
thereby provides us with a useful framework for developing a multi-agent system 
[17]. 

2.3   Generative Design 

Generative design describes a broad class of design where the design instances are 
created automatically from a high-level specification. Most often, the underlying 
mechanisms for generating the design instances in some way model biological proc-
esses: evolutionary genetics, cellular growth, etc. These artificial simulations of life 
processes provide a good conceptual basis for designing products.  

Evolving design concepts by mutating computer models in a simulated environ-
ment is now a well-established technique in fields as diverse as aeronautics, yacht 
design, architecture, textile design, fine art and music [18]. Some of the work was 
performed by Professor John Frazer, who spent many years developing evolutionary 
architecture systems with his students. He showed how evolution could generate 
many surprising and inspirational architectural forms, and how novel and useful struc-
tures could be evolved [18, 19]. In Australia, the work of Professor John Gero and his 
colleagues also investigated the use of evolution to generate new architectural forms. 
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This work concentrates on the use of evolution of new floor plans for buildings, 
showing over many years of research how explorative evolution can create novel 
floor plans that satisfy many fuzzy constraints and objectives [20]. Professor Celes-
tino Soddu of Italy uses evolution to generate castles and three-dimensional Picasso 
sculptures [21]. 

However, the development of evolutionary design tools is still at its early stage. So 
far, many genetic algorithms have been used and tested only in design problem solu-
tion with small scope. The research and development of design support tools using 
evolutionary computing technology are still in process and have huge potential for the 
development of new design technology. 

3   Multi-agent System Architecture 

Multi-agent design system is concerned with how a group of intelligent agents can 
cooperate to jointly solve problems. Design is a complex knowledge discovery proc-
ess in which information and knowledge of diverse sources are processed simultane-
ously by a team of designers involved in the life phases of a product. Complex design 
generally combines automated software components with human decision-makers, 
making it imperative to provide support for both human and computational partici-
pants in the design process [22].  
 

 

Fig. 1. The general architecture of a multi-agent design system 

A multi-agent architecture has been developed for the integration of individual 
creative design activities. This is based on cooperating intelligent entities in the sub-
domains which make decisions through negotiation, using domain-specific knowledge 
both distributed among the entities and accessible to them. Using this architectural 
framework, an agent-based system has been developed for creative conceptual design 
and dynamic process management. 

The general architecture of a multi-agent design system is organized as a popula-
tion of asynchronous semi-autonomous agents for integrating design and engineering 
tools and human specialists in an open environment (as shown in Figure 1). Each tool 
(or interface for human specialist) can be encapsulated as an agent. These tools and 
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human specialists are connected by a local network and communicated via this net-
work. Each can also communicate directly with other agents located in the other local 
networks by the Internet. The agents exchange design data and knowledge via a local 
network or the Internet via the management agent. 

All agents in this system form a group. There are three classes of agents: manage-
ment agent, tool agents and design agents. These agents are situated on the different 
layers. The hierarchical relation limits the authority of the agents in the group. 

• Management agent locates on the server and manages the whole design group. 
The action of management agent usually shows the decision and inquiry for the prob-
lem, control and supervision for lower layer agents. The knowledge in the KB of a 
management agent includes all design agent's name, address, and skills or competen-
cies, the history records of performing task and the reward in the group.  

• Tool agents include design tools, and management tools. They help management 
agent to complete system management tasks, such as communication management, 
task decomposition, database management, knowledge management, collaboration 
management and system maintenance.  

Task decomposition agent help design engineer to decompose a large design task 
into several sub-tasks. 

Collaborative agent matches the sub- tasks and suitable design agents. It also deals 
with conflict coordination during collaborative design process. 

Design tool agents include AutoCAD, Pro-Engineer, Inventor, MicroStation, 
SolidWorks and so on. It also includes Video Conferencing system for synchronous 
collaborative design providing run-time support. 

Communication agent provides support for interaction among agents and designers 
by E-mail, text, file, image, graph, audio and video. The exchange of data and files is 
based on the file transfer protocol (FTP) and TCP/IP protocol. 

Process monitor agent watches the whole design process via its event monitor and 
dynamically maintains the information about the state of each design agent and the 
status of current design sub-tasks. Whenever a design event happened, the event 
monitor will be triggered and the correlative message will be passed suitable agents. 

Assemble agent checks assembly constraints for finished design components. 
When constraint violation is found, it will ask collaborative agent and communication 
agent to solve problem by coordination among design agents.  

Knowledge maintenance agent and database agent maintain knowledge base and 
database respectively. 

• Design agents are a kind of domain-dependency agent. They have special design 
knowledge and ability and can help designers in a special domain. 

The creation of complex design in this system is due to collaboration among dif-
ferent agents. These agents contain knowledge of how to design based on their indi-
vidual strategies and preferences. They are constructed to understand the representa-
tion of a design state, be it complete or incomplete, and contribute in a manner that 
leads to successful solutions. The strategies used by these agents are based on deter-
ministic algorithms. In the current implementation, agents are not autonomous, but 
are triggered by the system or by other agents. 
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4   Design Agent 

The majority of agents in the design environment are design agents. A design agent is 
computer software that in some way helps users to complete design tasks. It is a de-
signer’s assistant and can adapt its own ability via interaction with designers and the 
other agents. 

The design agent presented here uses a tree-based genetic algorithm to generate 
simple 2D sketch shapes, and selected shapes are dealt with to form 3D components. 
These components are classified and saved in a SQL sever based database (compo-
nents base). 

The design agent uses its knowledge to guide designers during the evolutionary 
process. Determining new group depends upon designers’ interest and the knowledge 
of the agent (as shown in Figure 2). 
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Fig. 2. A design agent 

Computational models of evolution are the foundation of the field of genetic algo-
rithms. Genetic algorithms, originally developed by Holland [23], model the natural 
selection and process of evolution. Conceptually, genetic algorithms use the mecha-
nisms of inheritance, genetic crossover and natural selection in evolving individuals 
that, over time, adapt to their environment.  

Solving a given problem with genetic algorithm starts with specifying a representa-
tion of the candidate solutions. Such candidate solutions are seen as phenotypes that 
can have very complex structures. The expression of standard generic algorithm has 
solved many problems successfully. However, when applying genetic algorithms to 
highly complex applications, some problems do arise. The most common is fixed 
length character strings present difficulties for some problems. For example, mathe-
matical expressions may be arbitrary size and take a variety of forms. Thus, it would 
not be logical to code them as fixed length binary strings. Otherwise the resulting 
algorithm would be restricted and only be applicable to a specific problem rather than 
a general case. Thus, tree structure, a method useful for representing mathematical 
expressions and other flexible problems, is presented in this paper. 

For a thorough discussion about trees and their properties, see [24]. Here, we only 
make the definitions involved in our algorithm and these definitions are consistent 
with the basic definitions and operations of the general tree. 
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Definition 1. A binary expression tree is a finite set of nodes that either is empty or 
consists of a root and two disjoint binary trees called the left sub-tree and the right 
sub-tree. 

Each node of the tree is either a terminal node (operand) or a primitive functional 
node (operator). Operands can be either variables or constants. Operator set includes 
standard operators, basic mathematic functions, triangle functions, hyperbolic func-
tions and so on. 

Here we use the expression of mathematical functions in MATLAB (mathematical 
tool software used in our system). Genetic operations include crossover, mutation and 
selection. According to the above definition, the operations are described here.  

(1) Crossover 
The primary reproductive operation is the crossover operation. The purpose of this 

is to create two new trees that contain ‘genetic information’ about the problem solu-
tion inherited from two ‘successful’ parents. A crossover node is randomly selected in 
each parent tree. The sub-tree below this node in the first parent tree is then swapped 
with the sub-tree below the crossover node in the other parent, thus creating two new 
offspring.  

(2) Mutation 
The mutation operation is used to enhance the diversity of trees in the new genera-

tion thus opening up new areas of ‘solution space’. It works by selecting a random 
node in a single parent and removing the sub-tree below it. A randomly generated 
sub-tree then replaces the removed sub-tree. 

(3) Selection 
For general design, we can get the requirement from designer and transfer it into 

goal function. Then, the fitness value can be gained from calculating the similar de-
gree between the goal and individual by a formula. However, for creative design, it 
has no standards to form a goal function. In our system, we use the method of interac-
tion with designer to get fitness values. The range of fitness values is from -1 to 1. 
After an evolutionary procedure, the fitness values that appointed by designer are 
recorded in the knowledge base for reuse. Next time, when the same situation ap-
pears, the system will access them from the knowledge base.  

5   Assemble Model of Components 

After individual work of design agents, some components have been generated, clas-
sified and saved in a SQL sever based components base. Assemble agent checks 
assembly constraints for finished design components. When constraint violation is 
found, it will ask collaborative agent and communication agent to solve problem by 
negotiation among design agents.  

Definition 2. Feature Fi is a tri-tuples (FiID,ti,vi), where FiID is the name of feature 
Fi, ti is the type and vi is the value of feature Fi. In which, value is in broad sense and 
can be number, character string, array, function, expression, file and so on. 

Definition 3. Feature vector FV is defined as a vector FV=<F1, F2, …, Fn>, where Fi 
is a feature. 
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Definition 4. Feature tree FT is defined as FT= (D, R), where D= {FVi}∪ domain 
(FVi) ∪ (NIL), FVi  is a feature vector and is a node on the feature tree, R= {fri} is a 
set of relations and constraints among the nodes of the feature tree. 

Definition 5. Product tree PT is defined as PT= (PD, PR), where PD= {FTi}∪ domain 
(FTi) ∪ {NIL}, FTi is a feature tree and is a node on the product tree, PR= {pri} is a 
set of relations and constraints among the nodes of the product tree. 

From the above definition, we can discover that the expression of a product can be 
divided into two layers (as shown in Figure 3) and a multi-branch tree is formed.  

 

…

ProductID C1  C2  …  Cn

C1ID F1  F2  … Fm1 C2ID F1  F2  … Fm2 CnID F1  F2  … Fmn

F1ID t1 v1 …… FnnID tmn vmn

Component Layer 

Feature Layer  

F2ID t2 v2 Fm1ID tm1 vm1

 

Fig. 3. The hierarchical structure of a product tree 

Genetic operations include mutation, crossover and selection. For simplification, 
we only describe the operations on feature tree. 

(1) Crossover 
Crossover is implemented by exchanging the sub-tree between two feature trees. 

(2) Mutation 
Due to different encoding strategy, unlike that of traditional genetic algorithms, the 

mutation operation here is used to make some inventions by changing the nodes and 
the structure of a feature tree in the following ways: (a) Changing feature value; (b) 
Changing feature vector such as deleting a feature, adding a new feature etc; (c) Re-
placing a sub-tree; 

(3) Selection  
In general, more than one required specification exists and all should be taken into 

consideration when evaluating the solution. If there are N required specifications si  
( i=1, 2, …, N) and gi is the proposed solution's specifications, then the distance d 
between the required and designed specifications is shown as equation 1. i is the 
weight value for showing the importance of si. The smallest value of d would be asso-
ciated with the best solution for the specified problem.  

2

1

)(
=

−=
N

i
iii gsd α            Equation 1 

For creative design, we use the method of interaction with designers to get fitness 
value. After an evolutionary procedure, the fitness values obtained from the designers 
are put into the knowledge base of assemble agent for reuse. 
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6   An Architectural Design Example 

In this section, we introduce an architectural design example for showing the genera-
tive process in our multi-agent design system.  

    Step 1: Initialize the population of chromosomes. The populations are generated by 
randomly selecting nodes in the set of operands and the set of operators to form a 
mathematical expression. We use the stack to check whether such a mathematical 
expression has properly balanced parentheses. Then, using parsing algorithm, the 
mathematical expression is read as a string of characters and the binary mathematical 
expression tree is constructed according to the rules of operator precedence.   

Step 2: Get the fitness for each individual in the population via interaction with de-
signer. The populations with high fitness will be shown in 3D form.  

Step 3: Form a new population according to each individual’s fitness. 
Step 4: Perform crossover, mutation operations on the population.  

(1) Crossover 
A crossover node is randomly selected in each parent tree. The sub-tree below this 

node on the first parent tree is then swapped with the sub-tree below the crossover 
node on the other parent, thus creating two new offspring. If the new tree can’t pass 
the syntax check or its mathematical expression can’t form a normal sketch shape, it 
will die. 
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Fig. 4. Two parent trees with one crossover node 

Taking the two trees in Figure 4 as parent, after the crossover operation on node 
‘A’, we get a pair of children (as shown in Figure 5). 

(2) Mutation 
The mutation operation works by selecting a random node in a single parent and 

removing the sub-tree below it. A randomly generated sub-tree then replaces the re-
moved sub-tree. The offspring will die if it can’t pass the syntax check or it can’t form 
a normal shape. Taking the children1 tree in Figure 1 as a parent, one offspring gener-
ated by mutation operation is shown as in Figure 6.  

After mutation operation, corresponding sketch of parent tree (left) and the gener-
ated child (right) are shown as in Figure 7. 

Step 5: If the procedure does not been stopped by the designer, go to step 2. 
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This process of selection and crossover, with infrequent mutation, continues for 
several generations until the designers stop it. Then the detail design will be done by 
designers with human wisdom.  

 

Fig. 5. The results of crossover operation 
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Fig. 6. One parent and a sub-tree for mutation operation 

 

Fig.7. 2D sketches corresponding to parent and generated offspring trees in Figure 8 

Whenever a component design task has been finished, the component will be 
passed to the assemble agent. The assemble agent checks the components according 
to their relations and constraints of the design requirements. Conflict will be solved 
by the design engineer with the help of agents. This process will repeat until all com-
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ponents are assembled suitably and the design requirements are satisfied. One assem-
ble result is shown as in Figure 8. 

 

Fig. 8. One result generated by the assemble agent through negotiation 

7   Conclusions 

There is still much work to be done before the generative design system can be devel-
oped. Our current work is to use the multi-agent architecture as an integrated knowl-
edge-based system to implement a number of learning techniques including genetic 
algorithms and neural networks. These new algorithms will then be fully integrated 
with a selected set of 2D (sketching) and 3D (surface and solid modeling) tools and 
other design support systems. This integrated system is intended for supporting crea-
tive design in a visual environment [25]. 
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Abstract. In this paper, we start from a case study of an architecture company 
and move on to a framework of agents to identify and inform conceptual 
design. The processes and problems exhibited by the company involved are 
quite common and can be found in other similar companies.  Our intent is to 
instrument the current process using agent technology, in an effort to improve 
global awareness during the conceptual design phase, allowing the designers to 
design so as to facilitate later steps and optimize the process as a whole. 

1   Introduction 

Technology has been changing at an increased rate.  These changes motivate changes 
at organizational levels. It is now easier to establish communication, exchange 
information and generally be aware of processes that were hidden. For many 
companies, however, it has been hard to keep up with the new demands technology 
makes and to adapt to new work or organizational formats that may improve their 
performance, without impacting their current business. Companies are struggling to 
change with as little impact as possible, so as not to compromise their businesses. 

In this fashion, even though the organizations may have adopted technology in the 
daily work environment, it has not been integrated in such a way as to provoke 
organizational changes and cause true improvement.  Most companies still adopt strict 
organizational models and often times information flows only in one way, causing 
breaks in communication. For the most part, technology only automates the 
information flow as it exists. 

In a case study of an architecture company, we identified some problem areas that 
could be addressed and that are present in other segments and companies. The main 
problem in this type of company is that there are disjoint work groups, and, even 
though work done by one group (design) defines the work that will be done by the 
other (physical project), there is little communication between them. There is no 
feedback from the second group as to what could be improved or what has generated 
problems for them. This lack of awareness of the project as a whole often generates 
the waste, delays and problem difficulties. 

We have devised an agent-based system to provide a seamless way of integrating 
the different teams involved and promoting information exchange and awareness of 
the process as a whole. Agents work with available information about the users’ tasks 
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and their current work and provide information on potential problems of the current 
design. The intent is to cause as little impact as possible on the way designers work, 
but to promote changes in their way of designing. Ideally, designers would learn 
about the consequences of their design choices and about the potential problems they 
may cause in the later stages of the project, and would design in a more informed 
way. We will be implementing this system in our case study company and verifying if 
the new knowledge brought about changes in the designs produced and the designers’ 
way of thinking. 

We begin by presenting some background work and then go on to describe our 
case study, H Camargo Promotional Architecture and Landscaping, examining its 
processes and information flow. We then go on to describe our approach and the 
communication agents we are implementing.  We wrap up with a brief discussion and 
conclusions. 

2   Related Work 

In this section we present some related research that has inspired and guided ours, in 
particular, agent systems and awareness systems.  Computer supported design 
systems have been the object of much research in the past: ranging from expert and 
case based reasoning systems to distributed agent approaches, many alternatives have 
been proposed.  A good review of agent based engineering systems can be found in 
[1]. 

2.1   Agent Systems 

Russel and Norvig define Intelligent Agents as entities that perceive its environment 
through sensors and act upon it [2].  Agent-oriented techniques are being increasingly 
used in a range of telecommunication, commercial, and industrial applications, as 
developers and designers realize its potential [3].  Agents are especially suited to the 
construction of complex, peer-to-peer systems, because they are lightweight and 
permit parallelization and easy reconfiguration of the system. 

It is currently believed that Multi-Agent Systems (MAS) are a better way to model 
and support distributed, open-ended systems and environments.  A MAS is a loosely-
coupled network of problem solvers (agents) that work together to solve a given 
problem [4]. A comprehensive review of agent systems applied to cooperative work 
can be found in [5]. 

2.2   Awareness Systems 

Awareness has received a lot of attention among researchers in the past few years, as 
they start to realize the importance of being aware of collaborators and the 
environment while working. Initial awareness work focused on video and audio 
support for cooperation as, for instance in [6] or [7], but other tools and methods have 
appeared since. 
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The most basic form of awareness is the one currently provided by messenger 
systems (such as Yahoo or MSN Messenger, AOL Instant Messenger, etc.).  These 
systems have been widely accepted and adopted. 

A more specialized collaborative tool, GROOVE [8] introduces concept of “shared 
spaces” to increase the scope of personal awareness.  In GROOVE’S shared spaces, 
users can be aware of what others in that space are doing and on what spaces’ objects 
they are working. 

Other researchers have focused on document- or task-based awareness and on 
providing information to users about who is working on the same document or 
performing similar tasks at a given moment, as in [9].  Many recent papers address 
awareness in mobile computing environments, where location awareness is a central 
issue for collaboration, as in [10] and [11]. 

More interestingly, some proposals involve motivation, incentives and support for 
cooperation, such as described in Pinheiro et al. [12].  They propose a framework to 
provide past event awareness, where users are informed of past occurrences, results 
and work history of each other (which includes evolution of shared data, members’ 
actions and decisions, etc.), so as to better collaborate in the present.   

Closer to our ideas, Hoffman and Hermann propose a prospect awareness system 
that allows individuals to envision the potential benefits of collaboration, in an 
attempt to motivate collaboration [13].  Our system provides potential problem 
information, in an effort to generate better and more cost-effective designs, avoiding 
problems in future steps. 

3   Case Study: An Architecture Company 

H. Camargo Promotional Architecture and Landscaping has been a leader in its 
segment since 1971.  It develops custom-made architectural projects for fair and 
exhibit stands.  It is housed in a large pavilion, (with space for administration, 
workshops and stocks) and has a permanent team of 120 employees.  As in any large 
company, communication problems have started to arise, generating difficulties 
during project development. 

There are four main departments in the company: 

- Sales: finds potential clients and their needs. 
- Design: creates proposals for these potential clients, establishing the overall 

designs and some of the materials to be used. 
- Project: once a proposal has been accepted, details the project, defining the 

physical specification: measurements, quantity of materials, how these are to 
be put together, etc. 

- Execution: given the physical specification, executes it, building the actual 
stand and whatever components may be necessary. 

The company essentially functions as two separate entities: the first one (Sales and 
Design Departments) is responsible for finding new potential clients and designing 
solutions for those, presenting projects for the stands.  The second one (Project and 
Execution Departments) is responsible for seeing the project through, effectively 
building the stand to the design initially specified.  Stands are all built in–house and 
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then taken to the event site and put together.  Stands already used are either sent to 
another event or returned to the company for storage. 

Project proposals need to be created quickly, be original and innovative.  Designs 
are not charged for, and the company will get paid if the project is accepted (and 
executed).  It is important to note that communication flows almost exclusively in one 
direction: from the Design Department, a design (a 3D Studio drawing) is handed on 
to the Project Department and then to Execution.  Given that these last two have no 
say whatsoever in the actual design, oftentimes problems are generated. 

 

Fig. 1. Sample design created by designers at H. Camargo 

In an effort to create new and interesting designs, architects use materials that 
currently aren’t in stock (and may be hard to purchase) or define shapes that are 
difficult (if not impossible) to execute, which generates problems for the Project and 
Execution Teams.  Some designs may be harder to implement, which translates to 
more time spent on the physical specification and difficulties in construction.  A 
sample design is shown in Figure 1. 

The construction of a stand, from conception to the moment it is mounted at a fair, 
involves a series of processes and materials: after approval, a project has to be 
detailed (further specified) so that it can be mounted in the originally designed way.  
This specification leads to the use of in-stock materials, and it also creates 
transformation processes to reuse materials (wood, aluminum and impressions). Some 
of these transformations are cutting, painting, silking and assembling.  In the end, all 
the pieces have to be arranged in trucks and taken to the fair, where it has to be 
mounted exactly as initially designed. 
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Furthermore, this lack of global awareness and communication also increases the 
possibility of delays in the project (due to difficulties with physical specification and 
construction), materials waste (if the design includes materials or shapes that cannot 
be reused), storage of old stands and increase in costs.  Naturally, completed projects 
must be delivered on schedule, which may also lead to a need for overtime or hiring 
extra personnel to help with construction. 

Currently, each team uses computers to perform their part of the process, and 
hands down files with specifications to the next one.  A knowledge base with all the 
designs created (executed or not) by the company is under construction, and will be 
used to furnish information to our agents. 

In the current model there is a total lack of communication between the teams that 
design and the teams that build the stand.  In many cases this lack of communication 
and global awareness on the part of the architects generates serious quality problems 
and makes it hard to reuse of the existing materials in stock. 

The great majority of problems are generated when the designer develops a project 
that demands materials that are not available in stock. In this case, extra costs will be 
incurred, to purchase materials so that the project is properly executed.  In many cases 
problems occur because the stand is designed without any concern for the way in 
which it will be constructed. This is an even worse problem, because the project 
cannot be built in the way it was designed, causing serious quality problems and 
issues with clients. 

Given these issues, we can see that the biggest cause of everything is the lack of 
awareness and consciousness in relation to other phases of the process.  A good 
designer should be conscientious of all the project phases. Lack of information is a 
cause of many problems. 

4   Approach 

We have envisioned an agent-based system to inform designers of potential problems 
during the conceptual design phase. Agents will extract information from each 
designer’s current design and verify the feasibility of this design given previous 
designs, materials in stock and shapes being utilized. 

Our main goal is to provide designers with information on the possible 
consequences of their current work (for instance, if a certain type of material is out of 
stock, there is a chance the ordering process will cause a delay in construction). We 
expect that, given this information, designers will make different decisions, which 
will benefit the company as a whole. 

Information related to the project will be delivered to the designers as the design is 
developed. Agents have access to stock, process and shape information problems. 
This information will be used to assess the feasibility and identify possible problems 
with a project as it is designed. 

Agents will analyze the information, link it to other sources of information to 
establish possible problem points and display this information to the designer as they 
are designing a new stand. Potential problems are: inexistence of materials, waste, 
impossibility of reuse and time to construction. 
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Fig. 2. Envisioned information workflow 

- Filtering agents are in charge The agents will have three main functions: 
filtering, processing and distributing information. of presenting similar 
projects and extracting the necessary information from the 3d Studio drawing 
that is being worked on by the designers. 

- Processing agents verify whether there are materials in stock or on order that 
match the information extracted by the filtering agents, and whether some of 
the old projects or objects can be reused for this one. 

- Information distribution agents are in charge of informing the designers about 
the possible problems with the project and the purchasing Department about 
the possible need to buy certain materials so that the project can be built as it is 
designed. 

The agent system is being implemented using IBM’s Aglets library. The Aglets 
library supplies a standard template for agent creation.  As mentioned before, there 
will be three types of agents: filtering, processing and distribution agents. 
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4.1   Filtering Agents 

Filtering agents initiate their work on the briefing sent by the client. The information 
on the briefing usually includes: size of the stand, location, mandatory items, cost and 
other information about the purpose and about the company. Given this information, a 
search on the knowledge base provides the previous stands that resemble more closely 
the briefing at hand. This would create a set of information that would enable the 
architects to design projects reusing some ideas, shapes and objects and still remain 
free to experiment with variations on these themes.  In the near future we will be 
collecting this information from the briefing through textual analysis. 

Filtering agents also work on 3D Studio files.  These files have lots of information 
about the design.  They list the objects used and their location and indicate the 
vertices for complex shapes.  The agent extracts from this file what objects are being 
used, calculates its size and recognizes its shape from the given vertices. 

The following information is extracted from the design file and analyzed by the 
agents: 

- Materials List: a list of all materials that will be used in the construction of the 
stand.  These can be matched against existing materials (in stock) to determine 
the probability of delays due to lack of material.  Note that it is not enough to 
check with materials currently in stock, but the processing agent has to take 
into account other designs currently under construction. 

- Objects: pre-existing objects (for instance, chairs, desks or stools) that are part 
of the design.  Some of the furniture items may already be in use by other 
stands.  Agents need not only to verify the current snapshot of the information, 
but to take into account the stands in construction. 

- Shapes: shapes used in the construction of each stand or object of the stand.  
Agents perform shape analysis to see if parts of previous designs can be reused 
in the current one. 

Information collected by the filtering agents will be passed on to the processing 
agents so it can be analyzed. 

4.2   Processing Agents 

Processing agents evaluate items that exist in stock and shapes under construction. 
They work with the filtering agents to determine, in real time, if an object or shape 
can be used in that project, given the expected date of completion. We will be using 
shape analysis algorithms to assess the viability of the construct. These algorithms are 
currently under study. These agents are also responsible for determining the costs of 
materials used and generating a list of materials that will need to be purchased. 

The following inferences are made: 

- Difficulty in specifying a project or in building certain shapes can be inferred 
from the time spent on previous similar tasks. 

- Possibility for using parts of older stands can be found through shape analysis. 
- Furniture reuse can be encouraged by suggesting alternatives, already existing 

furniture that complies with the overall design (established through shape and 
color analysis and project history). 
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The initial list of materials will also help the physical specification teams, as one of 
their attributions is to generate the complete list of materials, with sizes and 
quantities. This team also determines which pieces can be reused from other projects 
and what transformations should be made which is also done by this team.  

4.3   Distribution Agents 

Distribution agents are the interface with the designer.  They will pass the information 
analysis to the designers. It displays messages on the designers’ screen, offering 
useful information during the project. 

We are studying what the ideal way of delivering this information is.  One 
possibility is to have a smaller window showing the design and highlighting the 
problems. Another possibility is to have textual messages describing the problems and 
icons that display how many problems and what types of problems (structural, 
materials, time) have been detected. It is important not to draw the designer’s 
attention away from his or her current work too much, for that could compromise 
their work.  We are trying to find an interface that is, at the same time, expressive and 
unobtrusive. 

This agent will also be able to create a direct communication link between the 
designers and stock team so that a faster analysis can be done.  The agent will also 
offer a communication link between designers and the Execution Department, to clear 
doubts and create an experience base.  These direct links will be implemented in the 
second phase. 

5   Conclusions 

With filtering, processing and distribution agents we expect to change the way in 
which designers work: by providing them with data to inform their designs, they will 
be able to make better design choices, leading to more reuse and fewer errors. 

It is important to note that the agents are not meant to restrict the design and do not 
force the designer into any one solution at any moment. The agent provides awareness 
information so that the designer can make conscious choices. The designer may still 
choose to build all-new modules and complicated shapes that cannot be reused, but he 
or she will be aware of what he or she is doing. We will be investigating the 
consequences of the introduction of this information at a later time. 

The global Knowledge Base under construction will hold information on previous 
designs (time for construction, objects and materials used, time for assembly, time for 
physical specification). It will also establish, when possible, a design history and 
difficulties. Additionally, the agents will store all new information into the knowledge 
base, creating a case history that can serve as a basis for future inferences. 

One addition we would like to make is to provide builders with tools for logging 
their problems, so that their knowledge can be disseminated throughout the company.  
Through these, builders would be able to document and create a history of each 
project. This history would be useful for reflection on the process.  

We believe agents are well suited for this type of application and for triggering 
certain types of organizational changes: they are lightweight and can be easily 
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integrated with other applications, doing their work without interfering with the 
designers’ work.  This type of approach has potential benefits, as it starts to generate a 
company-wide consciousness that did not exist before, and does so from bottom up, 
provoking thought, promoting information exchange and increasing process 
understanding by the designers and architects, instead of having new organizational 
directives be imposed from top down. 

We believe this approach is much more effective than the imposition approach, for 
individuals can see the consequences of their work, the benefits and problems raised 
by each design choice.  One issue we are especially concerned with is that the 
application does not limit the designers’ creativity, leading to repetitive designs.  We 
will be watching how the introduction of this technology reflects of the designs 
produced.  We hope that designers will still search for novel, creative solutions but 
that will be more cost effective. 
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Abstract. New design optimization techniques and advanced computer 
technologies have laid the foundation for the emerging fields of distributed 
multidisciplinary design optimization (MDO). The challenge now faced by 
designers is to effectively use this vast amount of knowledge. There are many 
software tools available in each discipline. However, the key problem is how to 
integrate these tools and databases, which conform to different interfaces and 
requirements with little consideration to integration and reusability, in a flexible 
and robust way. This paper proposes a novel ontology-based semantic integration 
framework for cooperative distributed MDO environments. The semantic 
integration aspect will provide the foundation for service-oriented architecture 
for distributed MDO environments. The cooperation aspect will focus on 
seamless integration among autonomous MDO systems in dynamic open 
environments, using multi-agent paradigm. 

1   Introduction 

Multidisciplinary Design Optimization (MDO) is an appropriate methodology for the 
design of complex engineering systems governed by mutually interacting physical 
phenomena and made up of distinct interacting software tools. These tools are usually 
geographically distributed and implemented in different, possibly heterogeneous, 
computers connected through a network to support complex design projects carried out 
by multidisciplinary design teams. The recent explosion of the new design optimization 
techniques and advanced computer technologies has laid the foundation for the 
emerging fields of MDO. The challenge now faced by designers is to effectively use 
this vast amount of knowledge. There are many software tools available in each design 
area. However, the key problem is how to integrate these tools and databases in a 
flexible and robust way. In particular, most of these tools conform to different 
interfaces and processing requirements with little consideration to the issues of 
integration and reusability. 

In order to coordinate activities of multidisciplinary design teams and to guarantee 
the interoperability among the different engineering tools, it is necessary to have 
efficient collaborative design environments. These environments should not only 
automate individual tasks, in the manner of traditional computer-aided engineering 
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tools, but also enable individual members to “share information”, “collaborate” and 
“coordinate” their activities within the context of a design project. Several features 
make a multi-agent approach to the integration problem in MDO environments 
attractive: information is available from many distinct locations; information content is 
heterogeneous and constantly changing; designers wish to make their work available to 
the design team, yet retain control over the data; new types of analysis/design and data 
sources are appearing constantly. To deal with these issues we strongly believe that 
integration in distributed MDO systems should be supported at the ontology level. This 
paper reports some of our recent research results based on our previous WebBlow 
project [20] by applying ontology-based semantic integration. The rest of this paper is 
organized as follows: Section 2 provides a brief literature review; Section 3 introduces 
our ontology-based approach for semantic integration in MDO environments; Section 4 
presents a case study; Section 5 describes the prototype implementation; Section 6 
concludes the paper with some perspectives. 

2   Literature Review 

2.1   Semantic Integration 

As open, distributed environment spread widely in modern information systems, 
complexity of system becomes unmanageable. The information is not only distributed, 
but also heterogeneous. These characteristics require the information to be integrated to 
provide a unique external appearance and service. The challenge of integration is 
mainly from the heterogeneity of the information sources. Many types of heterogeneity 
are due to technological differences [21]. The differences in the semantics of data are 
one of the causes of these heterogeneities. Semantic heterogeneity occurs when there is 
a disagreement about the meaning, interpretation, or intended use of the same or related 
data [21]. Differences in the definition, different precision of the data values and 
differences in data models are the examples of the cause of semantic heterogeneity. 
Thus semantic integration plays an essential role among information integration 
domain. 

Researchers and developers have been working on resolving such heterogeneities 
within the traditional database context for many years. Sheth and Larson [21] defined a 
reference architecture for distributed database management systems from system and 
schema viewpoints and discussed the schema level integration. Semantic heterogeneity 
problem in the context of Global Information Systems (GIS) which are systems geared 
to handle information requests on the Global Information Infrastructure (GII) can be 
solved based on the capture and representation of metadata, contexts and ontologies 
[12]. Hakimpour and Geppert 9] proposed an approach to resolve the issues of 
interoperability and integration of different data sources caused by semantic 
heterogeneity based on merging ontologies form different communities. The survey 
paper Batini et al. [1] discussed and compared 12 methodologies for schema 
integration. It divides schema integration activities into five steps: pre-integration, 
comparison, conformation, merging and restructuring. Another survey paper by Rahm 
and Bernstein [16] discussed and compared 7 prototype schema matchers and 5 related 
prototypes at schema-level, instance-level, element-level and structure-level, and 
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language-based and constraint-based criteria. Reck and Konig-ries [18] presented the 
similar research work within semi-structure information source domain. 

2.2   Ontology 

Recently, the semantics, which play an important role during the integration task, come 
into the focus leading to the so-called ontology-based integration approaches. Research 
on ontology is becoming increasingly widespread in the computer science community. 
While this term has been rather confined to the philosophical sphere in the past, it is 
now gaining a specific role in Artificial Intelligence, Computational Linguistics, and 
Database Theory. A formal and distinct definition of the term “ontology” from the 
crucial use has been given in [8]. Gangemi et al. [4] further classified ontologies by the 
degree and type of formalization. 

Ontology integration is the construction of an ontology C that formally specifies the 
union of the vocabularies of two other ontologies A and B [4]. Pisanelli et al. [15] 
consider ontology integration as the integration of schemas that are arbitrary logical 
theories, and hence can have multiple models. In order to benefit from the ontology 
integration framework, we must transform informal schemas into formal ones. Wache 
et al. [22] provided a survey of most prominent ontology-based integration approaches. 
Pinto [14] further distinguishes three meanings of ontology “integration” as: 
integration of ontologies when building a new ontology reusing other available 
ontologies, integration of ontologies by merging different ontologies about the same 
subject into a single one that “unifies” all of them, and integration of ontologies into 
applications. 

Many of the foundation concepts of ontology have already been established in the 
areas of intelligent agents and knowledge sharing, such as the Knowledge Interchange 
Format (KIF), and Ontolingua languages [5]. With the wide acceptance of XML by the 
Web and Internet communities, XML gained tremendous potential to be the standard 
syntax for data interchange on the Web. It is also becoming desirable to exchange 
ontologies using XML. This motivated the development of XML-based ontology 
languages, such as SHOE [10], Ontology Exchange Language (XOL) [11] and the 
Resource Description Framework Schema (RDFS) [13]. Other proposals, such as OIL 
(Ontology Interchange Language) and its successor DAML+OIL [3] attempt to extend 
RDF and RDFS for ontology. 

2.3   Agents and Multi-agent Systems 

As software agents have grown into a new paradigm for software application 
development, one question is naturally prompted, indeed, what is an agent. There are 
various definitions of the agent, which describe the agent from different perspectives. 
One traditional view in AI regards an agent as “anything that can be viewed as 
perceiving its environment through sensors and action upon that environment through 
effectors” [19]. A more broad definition of agent is that “an agent is an individual 
collection of primitive components associated with particular functionalities supporting 
the agent’s mental state as related its goals” [6]. 

A general way [23] of defining an agent views the agent as hardware or 
software-based computer system that enjoys the properties of autonomy, social ability, 
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reactivity and pro-activity. A stronger notion [23] of agent enforces an agent to have 
one or more of the characteristics, such as mobility, benevolence, rationality, 
adaptability and collaboration. 

One approach in agent-oriented systems design views the system as a rational agent 
having certain mental attitudes of Belief, Desire and Intention (BDI), representing, 
respectively, the information, motivational, and deliberative states of the agent [17][2]. 
The coordinated intelligent rational agent (CIR-Agent) architecture [6][7] is a design 
paradigm for agents in cooperative distributed systems. The structure of CIR-Agent is 
based on the mental state as to achieving a goal. CIR-Agent architecture can be 
employed into many applications, especially in the cooperative distributed systems. 

3   Semantic Integration for MDO 

Both agent technology and Web technology are very useful in developing cooperative 
design systems. The attractiveness of the Web for propagating information makes it 
appropriate to integrate with agents for accessing and manipulating information 
automatically. The challenge is how to build the Web-based environment that will 
enable and support seamless interaction as well as integration between designers, 
agents and servers using the available emerging technologies. 

To provide an efficient multidisciplinary design environment, it will be essential that 
integration architecture assumes responsibilities for the semantic level information 
integration and components interaction, promotes cooperative behaviour among them, 
and permits users to express their needs as high-level directives as opposed to 
component-oriented tasks. Our research focuses on the idea of interaction and 
integration from the perspective of rapidly deployable cooperative distributed systems. 
The main interaction aspects of multidisciplinary design environment are composition, 
coordination, cooperation, and adaptation. Composition is the construction of a design 
solution from a set of entities that might heterogeneous and belong to different 
disciplines. Coordination is the ability of these entities to manage their interactions in 
order to solve the design problem. Cooperation is the ability of the entities to share their 
capabilities and knowledge as related to the problem. Adaptation is the ability of 
entities to recompose themselves, to improve cooperation with each other, and to 
re-task their activities, based upon an evaluation of their performance. These main 
integration aspects laid on the semantic level which enforces an uniform representation 
for design contributions from various design tools. To deal with the issues of seamless 
semantic integration, scalability and fault tolerance, we strongly believe that 
integration in distributed MDO systems should be supported at the ontology level. 

Ontology is a collection of vocabulary along with some specification of the meaning 
or semantics of the terminology within the vocabulary. Ontologies can vary based on 
the degree of formality in the specification of meaning. The objective is to provide a 
shared and common understanding of a domain that can be communicated across 
people and software tools. Further, in the cooperative MDO systems, these ontologies 
must be integrated to support reasoning that requires the use of multiple ontologies and 
support interoperability among tools using different ontologies. What is needed is a 
framework and system architecture that enables agile, flexible, dynamic composition of 
resources and permits their interaction in a variety of styles to match present and 
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changing needs of design projects. This framework should go beyond the traditional 
views of integration; it should provide a level of abstraction at which a 
multidisciplinary design environment can be viewed collectively as a coherent 
universe. Theoretically we take the ontology defined by [8]. The term of ontology is 
defined as a logical theory accounting for the intended meaning of a formal vocabulary, 
i.e. its ontological commitment to a particular conceptualization of the world. The 
intended models of a logical language using such a vocabulary are constrained by its 
ontological commitment. An ontology indirectly reflects this commitment (and the 
underlying conceptualization) by approximating these intended models [8]. The 
relationships between vocabulary, conceptualization, ontological commitment and 
ontology are illustrated in Fig. 1.  

Conceptualization C

Ontology

Language L

Models M(L)

Intended models IK(L)

Commitment K = <C, ℑ>

 

Fig. 1. Relationships between vocabulary, conceptualization, ontological commitment and 
ontology 

The primary research effort is to develop an architectural framework for integrating 
enabling technologies, namely, the ontology-based semantic integration, Internet, Web, 
and agent-orientation design paradigm for MDO environments. This framework will 
merge these technologies in a way that each will play the appropriate role in designing 
an integration environment for MDO. The main characteristics of the proposed 
architecture are seamless semantic integration, scalability and tolerance for instability 
in individual systems. 

Key issues on the integration in MDO environments include: information is 
available from many distinct locations; information content is heterogeneous and 
constantly changing; much of the optimization work for each design aspect is done 
independently; designers wish to make their findings widely available, yet retain 
control over the data; new types of design and optimization data sources are appearing 
constantly. Essentially, however, these problems are familiar from other domains and 
strongly point to the adoption of agent-orientation approach. Agent-orientation is the 
next generation modeling and design paradigm for cooperative distributed systems that 
are autonomous, heterogeneous and capable to interact with each other in a dynamic 
open environment. In this work we strongly believe that agent-orientation is a very 
promising design paradigm for such an environment. The first principle of agenthood is 
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that an agent should be able to operate as a part of a community of cooperative 
distributed systems environment, including human users. In fact, such a paradigm is 
essential to model open multidisciplinary design environment, especially considering 
the multiple dynamic and simultaneous roles a single expert or design tool may need to 
participate in given design project sessions. In addition, agent technology is rich in the 
sense of supporting and enabling the automation of complex tasks and developing 
systems that are reliable and able to take responsibilities of the design project in which 
they cooperate.  

Unified Information Representation

Agent-based Layer

Internet Layer

Design Tools/Experts /Domain Ontologies

Web-based Layer

 

Fig. 2. Architecture Framework for Semantic Integration in CDS environment 

The proposed agent-oriented architecture framework enables and supports 
ontology-based cooperative environment. The domain ontology will govern the 
structural and the behavioural semantics of the design optimization tools in a way that 
is consistent across all implementations, and is accessible from any implementation. 
This approach will enable service provisioning from a single technology-independent 
semantic model (domain ontology) to multiple target component frameworks. Fig. 2 
gives an overview of the proposed architecture, showing the relationships between 
components we are particularly interested in. We provide a global view of design 
optimization information as a unified data source without knowing about details such 
as physical location, data structure, etc. The proposed framework allows multiple 
design optimization information sources and ontologies to be integrated over the 
Internet through their correspondence or representative agents. It is equally important 
that the framework supports platform- and language-independent environments as well 
as “anytime and anywhere” metaphor. To this end, as depicted in Fig. 2, the agents will 
be enabled through the Internet technology to communicate and coordinate their 
activities for remote environments. Thus, the design optimization information sources 
and ontologies will be able to exploit the potentially vast body of knowledge that is 
distributed over different geographical and computational environments. Whereas the 
Web-based technology, such as HTML and XML, will complement the Internet by 
providing the communication harmony between each system components. 
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4   Case Study 

4.1   Previous Work – WebBlow 

The objective of this case study is to build a multi-disciplinary design optimization 
software environment for the design of automotive interior blow molded parts. The 
proposed methodology includes distributed system integration using intelligent agents 
and Internet/Web based technologies; multiple optimization methods including 
gradient-based optimization techniques and soft computing techniques (neural 
networks, fuzzy logic, and genetic algorithms, etc.) [20]. 

4.2   Current Work – Ontology-Based Semantic Integration 

The extension towards previous WebBlow system is composed of agents, Applets, 
Servlets and XML databases as shown in Fig. 3. Each of them has own responsibilities 
and they work together collaboratively. The major entity types in the current design are 
Interface Agent, BlowDesign Server Agent, Job Agent, EDM Agent, Resource Agent 
and Semantic Integration Service Agent. 

XML

DB

Interface Agent 
(Applet)

BlowDesign
Server Agent

EDM Agent

DF Agent

Job Agent

Servlet

Interface Agent 
(Applet)

XML

DB

EDM Sub-system

DF Sub-system

UI Sub-system

Resource Sub-system

Resource AgentResource AgentResource Agent XML

DB

IntegrationServi
ceAgent

Semantic Integrat ion Service Sub-system

 

Fig. 3. System Architecture 

Interface Agent is responsible of collecting information from the user, displaying 
results to the user, and validating the data at entry level based on business logic, etc. 
BlowDesign Server Agent is responsible of receiving requests from user interfaces; 
communicating with EDM Agent; sending feedback to user interfaces; creating a Job 



134 Y. D. Wang, W. Shen, and H. Ghenniwa 

 

Agent when the incoming request is an optimization request and all data are valid. Job 
Agent is created by BlowDesign Server Agent and it communicates with EDM Agent 
for storing and retrieving data; with DF Agent for finding competent Resource Agents; 
and with Resource Agents for negotiation based task allocation and job progress 
monitoring; and finally, it dissolves when the optimization job is accomplished and the 
results are saved with EDM Agent. EDM Agent is a proactive database agent. Other 
agents may manipulate or query system administrative data and design optimization 
project related information about the XML database through EDM Agent. As a 
middleware agent class, DF Agent (Directory Facilitator) is responsible for agent 
registration and lookup services within the open environment. 

Resource Agent is the major problem solving agent in the MDO environment. 
Resource agents represent and wrap design optimization tools. They might follow 
different semantic representation rules for their parameters. However, as long as they 
claim the ontology that they follow in advance, their optimization calculation would be 
able to integrate seamlessly by the semantic integration service agents. 

Semantic Integration Service Agent is the core part of the system that provides 
semantic integration services for optimization modules with various information 
representation standards. First, mechanical ontology is captured and stored in database. 
The concepts of mechanical domain are modeled. The “part-of” and “is-a” relationship 
between concepts enables at conceptual level inference. When Resource Agents with 
different representation rules need to be integrated to accomplish a task, EDM agent 
would consult with these integration service agents exiting in the environment and 
provide users with a unified representation for the final result. Such kind of service lets 
user concentrate on domain related issue only rather than pay attention on many 
irrelevant issues such as data format transformation. 

There are three types of databases in the environment. They keep the information for 
directory facilitator, EDM and ontology respectively. To simplify the problem and 
focus our effort on semantic aspect of the integration, we use only semi-structured 
XML file as our data model. 

The agents may be physically located within the optimization service provider 
organization site or anywhere in the world as long as the Internet access is available. 
Thus HTTP protocol and socket communication are used correspondingly to solve 
these two types of physical communications. 

5   Prototype Implementation 

The current software prototype is implemented in a network of PCs with Windows 
NT/2000. The primary programming language is Java, but FORTRAN and C/C++ are 
also used for legacy software integration. ApacheTM and TomcatTM are adopted for 
server side implementation. All Web based user interfaces are implemented using 
Applets. 

At the time of writing this paper, the prototype implementation has been completed. 
The system consists of three major parts including Web based user interfaces with data 
collection and transportation, agent-based computing load balancing, and XML based 
data management and ontological modeling. 
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6   Conclusion 

This paper presents an ongoing project on ontology based semantic integration in MDO 
environments. This research investigates, from a fundamental and practical 
perspective, several integration and cooperation strategies to develop effective 
architectures for MDO environments. Also, it attempts to design and develop systems 
with performance qualities in terms of scalability and robustness. 

The prototype has been completed from system requirements definition to system 
design and implementation. The major work includes ontology-based semantic 
modeling, semantic integration, Web based user interfaces design and implementation, 
agent-based computing resource management or load balancing, and XML based data 
management. 

The advantages of the proposed ontology-driven agent-oriented semantic integration 
architecture includes: (1) the multidisciplinary design optimization problem is cast as a 
general information gathering problem; (2) multi-agent solution provides mechanisms 
for dealing with changing data, the appearance of new sources, minding secondary 
utility characteristics for users, and of course the obvious distributed processing 
achievements of parallel development, concurrent processing, and the possibility for 
handling certain security or other organizational concerns. 

Future work include: (1) improving the effectiveness of the proposed system for 
distributed MDO computation in a dynamic open environment; (2) involving more 
ontologies to further extend the semantic integration up to an ontology integration 
level. 

The semantic integration methodology and general system architecture proposed in 
this paper can also be used for many other similar application domains such as finance 
and bioinformatics. Most software modules (e.g., XML based data management, and 
computing resource management) can be reused in even more other applications. 
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Abstract. This paper presents a model of formal dialogue between intelligent 
and autonomous agents and its application to team formation in cooperative de-
sign. Using formal dialogue, agents exchange information about their specialty 
domain, ability, opportunity and willingness. Agents understand each other to 
form a potential cooperative team, in which joint beliefs and intentions are cre-
ated. The cooperative tasks can be carried out within the collaborative team, 
and avoid the blindness in the task decomposition and allocation as usually ap-
peared in cooperative design systems. 

1   Introduction 

Cooperative Design [1] is an application of Computer Supported Cooperative Work 
(CSCW) [2] in the design and manufacture area. It provides a novel design environ-
ment and cooperative mode for designers from different disciplines by using intelli-
gent human-computer interfaces and distributed systems. 

In cooperative design, designers, technologists, and experts who are separated geo-
graphically and from various disciplines cooperate to perform the products design 
within a group or a team, in which the traditional centralized approach and system 
architecture are difficult to meet the requirements of information exchanging, knowl-
edge processing, and data format conversion that are closely related to cooperative 
process. 

In the last decade, a lot of researchers proposed to use agent-based approaches to 
support cooperative design, such as MetaMorph [3], CoConut [4], CollIDE [5], 
CADOM [6], and WPDSS [7]. In these approaches, an agent is viewed as an entity 
that has the perception and interaction ability and is able to solve the problems regard-
ing communication, interaction and knowledge processing in the cooperative design. 

The issues associated with agent-based cooperative design include the creation of 
product and design process model; design knowledge representation; agent and multi-
agent system architecture construction; and inter-agent communication.  

Another important problem in cooperative design is how to form a team through 
communicating among agents. However, the team formation is related to how to solve 
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and understand these issues. Many researchers working in CSCW have paid more 
attention to solve this problem; mainly, they have been concentrating on two major 
approaches: joint intention [8] and contract net [9]. Tambe et al. [10] proposed a joint 
intention based, high reusable model---STEAM, independent of the specific domain 
knowledge. This model has been used to RobotCup and synthetic transport system in 
military operation successfully. Rodi  et al. [11, 12] proposed a contract net-based 
INDABA for the implementation of a socially aware embedded multi-agent system, 
and applied it to RobotCup too. 

Compared with above applications, team formation in cooperative design has some 
distinct properties, which can be described as follows: 

- At the initial stage, the potential cooperation partners have not had joint inten-
tion and joint belief about the task being performed. 

- Since the mankind recognition ability is limited, the reasonable task decompo-
sition and assignment, designer enlistment and resources deployment cannot 
be conducted before having a comprehensive and clear description of the task. 

- The interactive method should be simple, agile and have explicit semantics. 

The objective of this paper is to present an overall formal dialogue model and ap-
ply it to team formation in cooperative design. Using formal dialogue, agents ex-
change information about their specialty domain, ability, opportunity and willingness, 
and understand each other to form a potential cooperative team. Joint beliefs and joint 
intentions are created for carrying out design tasks. 

The remainder of this paper is organized as follows: Section 2 briefly reviews the 
knowledge base for modeling dialogue and forming cooperative team. Section 3 pre-
sents some details of dialogue modeling. Section 4 demonstrates the application of 
formal dialogue to team formation. Conclusions are presented in Section 5. 

2   Knowledge Base 

2.1   Formal Dialogue 

Formal dialogue [13, 14, 15, 16, 17] is an interactive and cooperative mode among 
two or more participants. Each participant explains its changing mental status via 
talking with each other according to rules defined in advance, and achieves the joint 
intention for cooperation. Although it roots in philosophy, agent researchers have 
found that it could be as a novel method for rational interaction between the autono-
mous agents.  

Formal dialogue, as a hopeful inter-agent interaction mode, can be used to elimi-
nate different opinions and conflicts of interests; to work together to resolve dilemmas 
or find proofs; or simply to inform each of pertinent facts. It overlaps with the work 
on agent conversation policies [18], but differs in two aspects. Firstly, conversation is 
a cooperation mode, which postulates the existing inherent joint intention for coopera-
tion, however formal dialogue aims at forming joint intention for cooperation, since 
each participant only has its own individual intention. Secondly, conversation can be 
seen as completely free sequences of messages and formal dialogue can be viewed as 
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a restricted sequence of messages, which satisfies the dialogue policies in specified 
context. 

According to the initially possessed information and the purpose of dialogues, 
Walton and Krabbe classified them into five categories: Information-seeking Dia-
logue, Inquiry Dialogue, Persuasion Dialogue, Negotiation Dialogue and Deliberation 
Dialogue [13, 15]. Formal dialogue, as a further study of the argumentation protocol, 
is still a research topic in the academic community [14, 15, 16]. Most of the work 
focuses on the modeling of multi-agent cooperation in electronic commerce [15].  

Austin’s speech act theory (SAT) [19] provides the linguistic carrier for the im-
plementation of formal dialogue and other agent communication methods, including 
KQML and ACL [20]. KQML specifies the format of message and each agent can 
express desired action and shared knowledge with it. ACL provides different locu-
tions and in addition, gives accurate semantic of each locution. From SAT’s point of 
view, formal dialogue can be seen as the logic of argumentation between performa-
tives. 

2.2   Cooperative Design Team 

Cooperative design is an embodiment of the behaviors and actions of designers who 
focus on the task achieving. Since these designers are not only individuals but also 
belong to a team. Activity of design usually incarnates the associated organization 
traits. Fulfilling a design task often depends on a set of related activities, namely de-
sign targets, and there is a close relationship between activities and resources. Targets 
related activities often act as a logical unit in design process. Therefore, design proc-
ess can be viewed as an ordered spatio-temporal distributed logical activity for the 
specific task, which is undertaken by team members. Cooperative design team may 
heavily impact on the design efficiency and resource deployment. Two kinds of gen-
eral team formation process are shown in Fig. 1. 

In static cooperation team, agent’s number, position and ability are pre-established 
and fixed during an entire cooperation process, and members maintain a stable coop-
eration relationship. Some workflow systems with fixed business process belong to 
this category. 

Task

Task Decompression

Task Allocation

Cooperative Team

Agent Set

Task Decompression

Task Allocation

Cooperative Team

Agent SetTask

(a) (b)  

Fig. 1. Two kinds of team forming mechanism 

In a dynamic cooperation team, inter-agent relationship will change along with the 
cooperation process or the transition of internal states. For example, in cooperative 
design, the relationship between the agent and the initiator is not a simple passive 
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affiliation, but is an active relation for participating. In addition, the number of agents 
is not fixed. Each agent’s ability, knowledge level, and cognition domain are differ-
ent. The scale and intensity of cooperation depends on the task and the role and re-
sponsibility of each agent. 

Before establishing a cooperative team, each agent has its own belief, desire and in-
tention on whether joining in the cooperation or not. Here, joint belief and joint inten-
tion will be achieved through uttering—dialogue with specific rules between agents. 
We give the definition of modal operators used in team formation as follows: 

Definition 1: )(φGEBEL  represents that every agent in team G believesφ . Its seman-

tic definition is described as: 

),(|G,i iff   )(| φφ iBELwEBELw G =∈∀⇔=  (1) 

Definition 2: )(φGJBEL  is true if everyone in G believes φ  and everyone in G be-

lieves that everyone in G believesφ . 

1),(| iff   )(| ≥== kEBELwJBELw k

GG φφ  (2) 

Definition 3: )(φGEINT  represents that everyone in cooperative team intends to 

achieveφ . Like )(φGEBEL , its semantic definition is described as: 

),(|G,i iff   )(| φφ iINTwEINTw G =∈∀⇔=  (3) 

Definition 4: )(φGMINT  represents that everyone intends forφ , i.e., in order to spurn 

the competition in team, the agent not only has individual intention but also has mu-
tual intention. Its semantic definition is described as: 

1),(| iff   )(| ≥== kEINTwMINTw k

GG φφ  (4) 

Definition 5: Joint intention )(φGJINT  means that every agent in team mutually in-

tends forφ and has joint belief about this mutual intention; it can be formularized as:  

)(| iff   )(| φφ k

GG EINTwJINTw == 1)),((| and ≥= kEINTEBELw k

G

k

G φ  (5) 

3   Dialogue Modeling 

Formal dialogue is based on the assumption that illocutions executed by agent, like 
other actions, are for propelling its desire. Speaker must designedly select and organ-
ize illocution according to its own desire and assure that illocution would realize its 
intention effectively. Listener, as another side of the cooperation, must understand 
speaker’s belief, desire and intention through analyzing the speaker’s illocution. A 
dialogue consists of a course of successive utterances, which named move. 

Definition 6: A move is a 5-tuple, =( , , , ,t)M x y δ Δ , where: 

x  and y are speaker and listener of the performative, respectively  
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δ  is an illocutionary operator belonging to the set of {request, statement, assert, 
concede, challenge}; 

Δ  is a subject of the performative, which refers either to real-world objects or to 
states of affairs; 

t  is a time when performative is uttered. Times are actually timestamps of the re-
lated utterance and are modeled to keep track of the evolution of a dialogue. 

Based on the passed subject and the illocution transition policies, both parties 
would select or change illocutionary operators for moving continuously, along with 
the dialogue evolvement. Fig. 2 shows a simple transition diagram for operators, and 
each transition is represented as an if-then rule as follows: 

IF ( ( , , , , ) ) THEN ( , , ', , 1)move x y t C move x y tφ φΔ ∧ Δ + , C  refers to dialogue con-

text. 

Begin/Resume
Dialogue

Terminate/
Suspend
Dialogue

Request

Statement

AssertConcede

Challenge

Refuse
answer

Request
move

Assert
move

Inquire
attribute

Request
do sth

Concede a
proposition

Accept
proposition

Leave
dialogue

Assert
proposition

Leave
dialogue

Next
request

 

Fig. 2. Illocutionary operators transition diagram for moves 

With the above definition, formal dialogue can be viewed as a mathematical form, 
( , , , ),iD A, GΘ θ= i=1, ,n-1, where, A  is a set of agents, iΘ is a context of 

dialogue from beginning,θ  is a subject of dialogue, G  the types of dialogue, which 
belonging to the set of {information-seeking, inquiry, persuasion, negotiation, delib-
eration}, is a set of control unit, including open, agree, terminate and nest dialogue, 

 is an order sequence of moves such as: 

0 1 1 1 2 1 1,   , ,     , ,n n nm m m m mΘ Θ Θ − −a a L a  (6) 

4   Application of Formal Dialogue to Team Formation 

This section demonstrates the application of formal dialogue to the team formation in 
cooperative design, including joint intention forming process expressed in modal 
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logic and a practical dialogue process. Some symbols and proposition are described as 
the following: 

ϕ , a co-design task; 

φ , a proposition which take “achieving co-design taskϕ ”as main goal; 

a , an initially undertaker of co-design task; 
},,,{ 21 nagagagL L= , a set of agents; 

},,,{ 21

ϕϕϕϕ
magagagLc L= ,  a multi-agent cooperation team that undertakesϕ . 

For the co-design task ϕ , the initiator a regards propositionφ  (executing the co-

design taskϕ ) as its intention, but the initiator a is unable to accomplish the task by 

itself; it hence searches for potential cooperator iag Lagi ∈ , and forms a coopera-

tive team to accomplish the task together.  
During the cooperative design process, it is insufficient that every agent only has 

its individual intention. Except for calculating its own action planning, agent also 
pays attention to others’ behavior, and under the prerequisite that it is helpful for 
complementing the whole design task; it should be able to change its own action 
planning according to other agents’ request. After having clearly known the potential 
cooperative agent’s specialty domain, ability, willingness and intention for joining in 
the design task, the forming process of the co-design team can be viewed as a joint 
intention forming process. The detailed process is explained as follows: 

At the first stage the initiator opens a information-seeking dialogue with each 
agent iag ( Lagi ∈ , ni ≤≤1 ) in turn, inquires the specialty domain, ability, opportu-

nity and willingness for joining in a taskϕ , and judges whether an agent is suitable. 

The process can be described as follows: 

M1: ( , , ,"    ", )i ia ag request speciality domain of ag t ; 

M2: ( , , ,"  ", 1)iag a statement vehicle engineering t + ; 

M3: ( , , ," ( , )", 2)i ia ag request wil ag tϕ + ; 

M4: ( , , ," ( , )", 3) i iag a assert wil ag tϕ + or 

( , , ," ( , )", 3) i iag a assert wil ag tϕ¬ + ; 

Once a  receives M4, it will use a rule to update its beliefs: 
If  ( , ( , )  then  ( , ( , ))i itrust a wil ag bel a wil agϕ ϕ . 

According to the similar procedure, the initiator inquires the ability and opportu-
nity of participating taskϕ , and will use the following rules to update its beliefs ei-

ther: 

If  ( , ( , )  then  ( , ( , ))i itrust a able ag bel a able agϕ ϕ  

If  ( , ( , )  then  ( , ( , ))i itrust a opp ag bel a opp agϕ ϕ  

Above inferences process can be given in the following dynamic logic expression: 

[( , , ,"if ( , ) then ( , , ," ( , )", )i i i ia ag request wil ag ag a assert wil ag tϕ ϕ
else ( , , ," ( , )", )", );  ( , , ," ( , )", )]i i i iag a assert wil ag t t ag a assert wil ag tϕ ϕ¬

( , ( , )) ( , ( , ))i itrust a wil ag bel a wil agϕ ϕ→  
(7) 
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The dynamic logical expression φβαφβα ]][[];[ ↔  is used to express that the for-

mula is true after sequentially executingα and β . Here, t  is a placeholder for time. 

In the same way, the ability and opportunity of iag who will undertake taskϕ can be 

sought. 
At the second stage, the initiator opens a persuasion dialogue for asking each agent 

iag ( Lagi ∈ , ni ≤≤1 ) to take same intention, namely regarding φ (realizing design 

taskϕ ) as its own intention, which is represented as ),( φiagINT . 

The process that the initiator persuades iag to acceptφ (achieving design taskϕ ) as 

its intention is shown in Fig. 3. Each move in this diagram has an alternative format, 
which picks up the illocutionary operators as moves’ name. 

Initiator a Agent i

)),(,( φiagINTaBEL

)),(,( γiagINTaBEL

),(,(,( γii agINTagBELaBEL
))),,( γφiagHELP→

)),(or  )),( φφ ¬¬¬ ii agINTagINT

n,propositio special a is  γ
 true.is  iff  trueis  φγ

),( γ¬¬ iagINT

),((,(,( γii agINTaBELagBEL
))),,( γφ

i
agHELP→

),( φiagINT

))),((( ,, φiaiagiaga agINTCONCEDEREQ

)),((, φiaiag agINTCONCEDE

)),(()),((, , φφ iaiagiaiag agINTCHALLENGEagINTASS ∧¬

))),((( ,, γiaiagiaga agINTCONCEDEREQ

)),((, γiaiag agINTCONCEDE

)),,(),((, γφγ iiiaga agHELPagINTASS →

)),,(),((, γφγ iiaiag agHELPagINTCONCEDE →

)(, okASS
iaga

)(, okASS
iaga

S1.1

S1.2
S1.3

S2.2
S1.4

S2.3
S1.5

S2.4

S2.1

S1.2:

S1.3: )),(,( φiagINTaBEL ¬

S1.4:

S1.5:

S2.1:

S2.2:

S2.3:

S2.4:

)),(,( φiagINTaBEL ¬¬S1.1:

 

Fig. 3. Initiator a persuade agent i regardingφ as intention 

At the third stage, the initiator may ask each agent to accept the preposi-
tion ),( φiagMINT  as its own intention, written as )),(,( φii agMINTagINT , namely 

agents mutually intend to achieve design taskϕ . Similar process showed in Fig. 2 can 

be applied to the formation process of )),(,( φii agMINTagINT . 

Integrating the two formulas given above, 

)),(,()),(,(),( φφφφ iiiii agMINTagINTagMINTagINTagINT ∧→∧  (8) 

With the definition 3, the following expression is obtained. 

)),(()),(,( φφφφ iii agMINTEINTagMINTagINT ∧→∧  (9) 

After all the agents in the potential cooperative team receive the above intention 
that is confirmed in joint belief, the resulting joint intention is written 
as ))),((,( φφ ii agMINTEINTagJBEL ∧ . 
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Now, taking a practical dialogue process to illustrate the information seeking and 
persuasion stage in team formation with dialogues occurrence between the initiator (I) 
and a potential partner (A). Let the initiator receives a task for designing a crankcase, 
which is unable to be accomplished by it whose goal is to establish a team. To achieve 
this goal, the initiator contacts with agent i through information-seeking dialogue. 

Information-Seeking Dialogue: 
 
I: BEGIN (INFOSEEK (crankcase design)) 
A: AGREE (INFOSEEK (crankcase design)) 
I: request (ability, opportunity, willingness) 
A: SUSPEND (INFOSEEK (crankcase design)) AND BEGIN (INFOSEEK 

((task detail)) 
I: AGREE (INFOSEEK (task detail)) 
 A: request (specialty domain)  
 I: statement (“vehicle engineering”) 
 A: request (degree) 
 I: statement (“difficult”) 
 A: request (timeliness) 
 I: statement (“as soon as possible”) 
A: CLOSE (INFOSEEK (task detail)) 
A: statement (85,80,70) 
I: CLOSE (INFOSEEK (crankcase design)) 

Maybe agent i is the most competent candidate, but unwilling to do it for some rea-
sons. Therefore, a persuasion dialogue will be opened. 

Persuasion Dialogue ( φ ---participating in the crankcase design): 
I: BEGIN (INFOSEEK (A takes φ  as intention))  
A: AGREE (INFOSEEK (A takes φ  as intention)) 
I: request (attitude toward takes φ  as intention) 
A: statement (“no”) 
I: SUSSPEND (INFOSEEK (A takes φ  as intention)) AND 
   BEGIN (PERSUASION (A should take φ  as intention)) 
A: AGREE (PERSUASION (A should take φ  as intention)) 
 I: assert (A must take φ  as intention) 
 A: challenge (A must take φ  as intention) 
 I: SUSSPEND (PERSUASION (A should take φ  as inten-

tion)) AND BEGIN (INFOSEEK (current work)) 
 A: AGREE (INFOSEEK (current work)) 
 I: request (work) 
 A: statement (“flywheel”,”hubcap”,”camshaft”) 
 I: CLOSE (INFOSEEK (current work)) AND  
 RESUME (PERSUASION (A should take φ  as intention)) 
 I: assert (camshaft design can be included in crank-

case design) 
 A: concede 
 I: assert (stop current camshaft design activity and 

add crankcase design) 
 A: concede 
I: CLOSE (PERSUASION (A should take φ  as intention)) 
I: CLOSE (INFOSEEK (A takes φ  as intention)) 
 
The example demonstrates most of the abilities of the proposed model. More spe-

cifically, we have showed how agents take the activities to start a discussion and act 
autonomously to conclude it. The following three features should also be noted 
through above example. Firstly, the dialoguing agent is autonomous and honest, and it 
will not blindly undertake any actions that conflict with its mental status and misguide 
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others. Secondly, the agent is willing to participate in and cooperate with other team 
members for the global task. Under the prerequisites of accomplishing the global task, 
it can modify its local action plan and mental state for executing other agents’ task. 
Thirdly, at any time and any circumstances, agent can terminate or suspend a dialogue 
without any permission by others. 

5   Conclusion 

The main contribution of this paper is to extend an inter-agent communication 
method, which was first proposed by Walton and Krabbe in [13]. After introducing 
the knowledge base of formal dialogue, a formal dialogue model has been proposed 
and applied to the team formation in a cooperative design environment. Under the 
proposed model, the intention of achieving an individual task can be converted into 
the joint intention and joint action of the designers. The process makes full considera-
tion of the agent’s specialty domain, ability, opportunity and willingness. 

The merit of using the proposed dialogue model in team formation in cooperation 
design can be described as follows: 

1) Contract Net [9] maps the team forming process and task assignment to bid. 
Despite its simplicity and effectiveness, it makes a rigorous restriction that 
each agent has joint intention in a group and initiator must have a compre-
hensive and clear description of the task. Therefore, the proposed dialogue 
model is more flexible than The Contract Net for team building. 

2) The proposed approach is also better than other agent conversation policies 
approaches because it is easier to describe how to speak and what to say. The 
essential difference between them is that the proposed dialogue model not 
only expresses the attitude of the given illocution, but also contains the logi-
cal reasoning process with attitudes. 
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Abstract. Both CORBA and mobile agent technologies have caught a wide at-
tention in research and development fields. Integrating the two technologies to 
make CORBA objects movable is the main idea of this paper. A CORBA based 
mobile agent server architecture, called MA_CORBA, is proposed and its pro-
totype is presented. 

1   Introduction 

The software architecture, developed in 1990’s, is a kind of abstract software technol-
ogy mechanism that describes the whole organized structure and capability of soft-
ware systems. With increasing applications of distributed systems technology, people 
pay more and more attention to the design of distributed middleware architectures.  
CORBA (Common Object Request Broker Architecture) is a representation of dis-
tributed middleware architectures. Mobile agent system is a new distributed comput-
ing and network communication model.1 

Nowadays, the usage of CORBA and mobile agent technologies can be approxi-
mately divided into two categories: (1) using CORBA and mobile agents separately, 
i.e., using them in different mobile agents without considering their interrelation; (2) 
using CORBA and mobile agents at the same time and considering their interrelation. 
The latter one is one of the main tasks of mobile agent system researchers with sup-
port from powerful technology and marketing priority of CORBA/IIOP (Internet 
Inter-ORB Protocol). Our work mainly concentrates on the cooperation of mobile 
agents and CORBA objects. In some extent, CORBA and mobile agent technology 
can make up the shortage of each other. However, these two technologies are still 
separated, and have their own running environments, objects and etc. At present, a 
few reports discuss integrating mobile agents with CORBA at the architecture level. 
No one has introduced CORBA’s lifecycle management and naming server manage-

                                                           
* Corresponding author. 
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ment into mobile agent architecture, or makes it as the primary model. This paper 
brings forward a CORBA based mobile agent server architecture, called 
MA_CORBA (Mobile Agent_CORBA),  in order to make objects in CORBA server 
full of characteristics of mobile agents [1, 2]. 

The remainder of this paper is organized as follows. Section 2 outlines the charac-
ter of mobile agents and CORBA and presents MA_CORBA, a server architecture 
integrating mobile agent and CORBA technologies. Section 3 describes the prototype 
implementation and the performance evaluation of MA_CORBA. Finally, the paper is 
concluded in Section 4. 

2   System Architecture of MA_CORBA 

2.1   Introduction to MA_CORBA 

CORBA has been applied successfully in many areas such as enterprise management, 
telecom and so on. The software architecture that follows CORBA standard is impor-
tant in constructing distributed computing systems. But CORBA still has some inher-
ent limitation. The most typical one is that it has not radically broken away from the 
limitation of remote invocation and does not support code transfer (migration). At the 
same time, communication cost is very high. 

But the code transfer is the basic characteristic of mobile agents. Agent technology, 
especially mobile agent technology provides a new method of analyzing, designing 
and realizing distribute systems. It is considered as “another great breakthrough of 
software development” [3, 4]. Agent technology has been used in various application 
domains. With the development of the Internet/WWW technology, the research of 
mobile agents is becoming more and more popular. Mobil agent technology breaks 
through the limitation of remote invocation completely and realizes the independent 
mobility of agents. On the other hand, COBRA is mature in object technology, but it 
has not realized the real independence on the interface of client application and object 
realization. The mutual operation and reuse of components still stay at the code level. 
The application of mobile agents with the ability of running in different platforms and 
self-control in different structures is a distributed computing objective. The character-
istic of encapsulation, inheriting and reuse makes it rise to the semantic and knowl-
edge level. 

Therefore, using mobile agents’ independent migration in CORBA can greatly en-
hance CORBA object abilities of transferring. On one hand, mobile agent technology 
can make up CORBA’s shortcoming in application integration, mutual operation and 
reuse. On the other hand, the CORBA standard’s flexible extension and security guar-
antee and shielding bottom platform, provides an ideal infrastructure for the imple-
mentation of mobile agents’ automatic transfer, ways of transfer, security and so on. 
Combining the two technologies, the proposed CORBA based mobile agent server 
architecture provides a new development space for CSCW (Computer Supported 
Cooperative Work) mutual operations, disclosure and extension in heterogeneous 
environments [5,6]. 
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2.2   MA_CORBA System/Server Architecture 

MA_CORBA system includes user interface, MA_CORBA Object, MA_CORBA 
support environment and Java Virtual Machine. Users can create and manage 
MA_CORBA objects through the user interface, which adopts advanced technology 
of user-computer interface to satisfy each user’s special needs. MA_CORBA Object 
is a CORBA object which is created according to the user’s request, applied for spe-
cial purpose and transferable. It can carry out the special task in the MA_CORBA 
support environment. The MA_CORBA support environment is the core of 
MA_CORBA system architecture, including transfer service, directory service, and 
communication service. These four parts and relations between them make up of 
MA_CORBA system architecture as shown in Figure.1.  

MA_CORBA  object 

MA_CORBA Support Environment 

Java Virtual Machine

Mobile Agent Service Environment  
resource control event service directory service

transfer service mobile agent management communication service 

Mobile Agent security service / CORBA security service 

ORB Support Environment 
Object naming service object event service

object lifecycle service dealing service

MA_CORBA   API 

User  interface 

JDK   API

 

Fig. 1. The MA_CORBA system/server architecture 

MA_CORBA architecture has three layers and three interfaces. The bottom layer is 
Java Virtual Machine (JVM), and it is the running environment for MA_CORBA 
objects and supporting environment. It provides basic programming interface for 
programmers with JDK (Java Development Kit) API. The middle layer is 
MA_CORBA supporting environment, and it is the core of the MA_CORBA system 
architecture. It provides programming interface for the higher layers. The highest 
layer is user interface. The MA_CORBA supporting environment includes two parts: 
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mobile agent service environment and ORB support environment. The main compo-
nents in the MA_CORBA supporting environment are described as follows [5.6]: 

1) Transfer service 
Mobile agent services environment adopts ATP [7,8] (Agent Transfer Protocol) which 
is provided by IBM Research Center in Japan to implement MA_CORBA object’s 
transfer between host computers, set up remote running environment and all kinds of 
service interfaces. 

2) Communication service 
Mobile agent service environment adopts ACL (Agent Communication Language) 
[1,9] to implement communication between MA_CORBA objects, or between 
MA_CORBA object and service environment. Because of the communication among 
MA_CORBA objects in the same server, every MA_CORBA object pass messages 
through cooperation mechanism based on CORBA specification. Every MA_CORBA 
object supplies some methods to deal with all kinds of external messages. And com-
munication between them will be implemented by calling each other’s involved 
methods of processing messages. 

3) Resource control service  
Resource is the floorboard of service and messages that are supplied by server, in-
cluding all kinds of hardware, software and data. For utilizing these resources on the 
server, mobile agents move to the server. Therefore, all resources must be managed 
securely and reliably. This issue is addressed using the concept of proxy which is 
often used in network service. The proxy has the same interface as resource. 
MA_CORBA object does not acquire the resource’s references directly, and 
MA_CORBA object’s service requests are all sent to the proxy. The proxy will judge 
the requests, and if the request is within the security limitation, the request will be 
sent to the corresponding resource, otherwise the proxy refuses the request directly. 

4) Directory service 
Directory service provides lookup services. It makes MA_CORBA objects in server 
communicate with remote host computer and MA_CORBA objects and utilizes all 
kinds of external services. Directory service is based on the CORBA’s naming service 
and dealing service. Naming service supplies the ability of binding a name with an 
object and identifying the object from an object context in terms of name. Dealing 
service resembles yellow pages and supplies the ability of lookup in terms of object 
types and properties. 

5) Mobile agent management service 
It is an important component of the mobile agent server environment. It allocates all 
servers which are needed by MA_CORBA objects. For example, it allocates th server 
of MA_CORBA objects’ identification to security control module, allocates task of 
transferring MA_CORBA objects to transfer service module, allocates task of com-
munication between MA_CORBA objects to communication service module and 
coordinates every module’s running properly.  

6) Security service 
Security is a universal and important problem of mobile agent systems. The security 
service in the architecture model is based on CORBA’s security service, and expands 
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agent’s security service mechanism. Because agent and server cannot prefigure ex-
actly the aftereffect of their behaviors, the uncertainties bring severe security problem. 
In an agent system, security mechanism is bi-directional. In one aspect, it assures an 
agent itself not to be destroyed, and in another aspect, it assures server not to be  
destroyed by the agent through encrypting, data-signing, security authentication, and 
so on.  

7) Event service 
The event service supplied by the mobile agent service environment is based on 
CORBA’s mature event service mechanism. Event service supplies flexible, powerful 
and configurable basic ability, and manages registration and information events which 
are sent to MA_CORBA objects or given out from MA_CORBA objects. So, a wide-
coupling communication channel is set up among MA_CORBA objects which do not 
know each other. The basic event service includes MA_CORBA objects’ perception 
and response to the external environment.  

8) ORB support environment 
It realizes mainly four kinds of basic services of CORBA: object lifecycle service, 
object naming service, object event service and object dealing service. All these ser-
vices are running in ORB environment. When an object starts up for the first time, it 
needs to find other objects in ORB, which is the function of naming service. Lifecycle 
service maintains object life period, such as life reservation, termination and relo-
catability, so users can establish, convey, and terminate object. Event service offers 
the asynchronous interaction between the anonymous objects. Users will get the no-
tice when an important thing happens in ORB (Object Request Broker). 

3   Prototype Implementation and Performance Evaluation 

3.1 MA_CORBA Prototype Implementation 

MA_CORBA prototype system is a CORBA platform which is based on mobile agent 
development/server platform. This system runs in our lab’s local network. The im-
plementation tools used for prototype implementation include Borland Jbuilder 7.0, 
Inprise Visibroker for Java 4.5, and IBM Aglet1.1. Therefore, CORBA supplies nec-
essary service for mobile agent manager and basic facilities for agent-agent, agent-
manager, and agent-user communication. Figure. 2 shows a schematic view of the 
prototype system. 

MA_CORBA system mainly includes two parts: (1) MA_CORBA service envi-
ronment including Aglet 1.1 service process and Visibroker 4.5 service process; (2) 
MA_CORBA objects which are CORBA objects with the characteristics of transfer-
ring freely. MA_CORBA service environment is in charge of creating, 
suspending,transferring, resuming, executing and terminating MA_CORBA objects. 
In terms of MASIF (The OMG mobile Agent system interoperability facility), a host 
computer may include one or more agent systems; an agent system may include one 
or more places (context running environment) [1, 10] where agents run; and a place 
may include one or more agents. In the implemented MA_CORBA system, the class ” 
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Fig. 2. MA_CORBA prototype system 

AgletContext” is in charge of tasks of agent system, and one agent system is defaulted 
as one place. There are some MA_CORBA objects in the agent system, and they may 
leave the starting system and transfer to another system to deal with the appointed 
tasks. 

3.2   MA_CORBA Performance Evaluation 

For validating MA_CORBA system’s performance, we designed an instance of apply-
ing MA_CORBA system to solve application server’s loading parallel problem in 
group environment. The whole test is executed in our lab’s local network composed 
of four host computers: ClientA (CORBA client), ServerB (MA_CORBA server), and 
ServerC and ServerD configured the same as serverB. The process of test is as follows: 
ClientA sends request1 to ServerB. After ServerB receives request1, it finds overloading 
at present through loading monitor, then packets the service object dealing with re-
quest1 in CORBA environment to movable MA_CORBA object, and then transfers 
the object to ServerC. After a while, because ServerC also runs in overloading state, it 
transfers the object to ServerD. Finally, MA_CORBA object runs in ServerD properly 
and finishes the task completely, and sends the result back to ServerB which sends the 
result back to ClientA. The test adopts two methods to solve the problem of sending 
back the result: 1) ServerD sends back Message (“any” type defined in CORBA  
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Fig 3. The application MA_CORBA system in loading parallel 

specification) object which saves the result to ServerB through communication service 
provided by the mobile agent environment; 2) ServerD transfers the MA_CORBA 
object back to ServerB, and ServerB calls directly and locally the method provided by 
the MA_CORBA object to acquire the result. The whole system’s data flow chart is 
shown in Figure.3:  

- CORBA logical thread: It manages sub-service threads, including sub-service 
threads’ quantity, lifecycle, running state, etc. 

- Loading parallel controller: It is application server’s loading control center, and 
monitors the local server and other servers’ loading state, and make the decision 
of transferring loading in terms of enlisting arithmetic, and finally mobile agent 
service thread implements this decision. 

- Constructing MA_CORBA object: This process is in charge of encapsulating 
objects or methods in CORBA server environment through class interfaces of 
IBM’s Aglet (mobile agent development platform) [9]. A simple instance is 
shown in Figure 4. 

Boldfaced part in Figure 4 represents the codes which are added after a CORBA 
service class is packeted. These codes involve one base class and three functions. 
Aglet class is all MA_CORBA classes’ base class, and all MA_CORBA classes 
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must inherit Aglet class so as to be instanced into movable MA_CORBA objects. 
OnCreation() method resembles Applet class’ init() method, and a MA_CORBA 
class may be initialized into MA_CORBA object if onCreation() method is over-
loaded. OnCreation() method can be only invoked once during MA_CORBA ob-
ject’s lifecycle. When MA_CORBA object arrives at a new host computer, on-
Arrival() method will be invoked to initialize MA_CORBA object. Once onArri-
val() method is executed, run() method is invoked so that MA_CORBA object 
runs again in a new host computer. Run() method is MA_CORBA class’ execut-
ing thread’s entrance point, and it deals with the material tasks allocated to 
MA_CORBA objects [7].  

- Mobile agent service thread: It provides MA_CORBA objects’ mobile agent 
service environment. It is in charge of receiving, sending and maintaining 
MA_CORBA objects’ running environment. For solving the problem of transpar-
ent location, a MA_CORBA object’s local proxy is created in mobile agent envi-
ronment. MA_CORBA object’s transparent location is implemented through this 
proxy in spite of MA_CORBA object’s moving to any server [8].  

class Corba_Service 
{

int dowork1 (…..) 
{……………………};
String dowork2 (…..) 
{……………………};
char dowork3 (…..) 
{……………………};

}

class Ma_Corba_Service  
extends aglet 

{
void onCreation

{……………………};
void onArrival ( ) 

{…………………….};
int dowork1 (…..) 

{……………………};
String dowork2 (…..) 

{……………………};
char dowork3 (…..) 

{……………………};
voiddrun() 

{
dowork1(…); 
dowork2(…); 

       dowork3(…); 
} }

A CORBA service class be-
fore encapsulated 

A  MA_CORBA service class  
 

Fig. 4. The MA_CORBA service class 

The results of the experiment show that the MA_CORBA prototype system oper-
ates smoothly except occasional vibration during the transfer of heavy loading. When 
a server’s loading is heavy the server can implement loading transfer smoothly and 
return results to the clients, and when a server’s loading is light, the server can trans-
fer some loading from other over-loading servers automatically so as to improve the 
global performance of the group servers. Compared with the traditional loading paral-
lel method, MA_CORBA system not only transfers a segment of code but also trans-
fers an active object including its state, which is very important to some long session 
users because they need the current and consistent states of MA_CORBA objects to 
decide how to deal with the next request. In addition, in case of invalidation and over-
loading of the target server, MA_CORBA object may adjust itself in terms of current 
environment and transfer automatically to another server. 
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4   Conclusion 

On the basis of making full use of CORBA existing mechanisms, this paper studies 
especially the mobile agent system architecture in terms of OMG MASIF, and gives a 
mobile agent based CORBA server architecture and its prototype system which real-
izes the integration of CORBA and mobile agents in the common facilities layer of 
CORBA. Finally the prototype system is tested in loading balance in a distributed 
computing environment. MA_CORBA architecture combines the major advantages of 
mobile agents and CORBA, and makes up shortcomings of each other. In 
MA_CORBA system, CORBA object can move flexibly, and the movement does not 
damage CORBA object’s transparency and persistence of naming mechanism. The 
objects in MA_CORBA architecture is fully compatible to original CORBA objects. 

The architecture has fine application prospect, and especially will play an impor-
tant role in wireless network, mobile computing, initiative network, etc. 

This paper only presents some results of our ongoing research work and a proto-
type system. A number of issues need to be further investigated, including system 
consistency, concurrency, openness, practicability, and compatibility. 
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Abstract. Focusing on exceptions that occur frequently in Computer Supported 
Cooperative Design (CSCD), the definition and classification of the exceptions 
are presented. According to expected and unexpected characteristics of excep-
tions, three methods are proposed: (1) expected exceptions are automatically 
dealt with by using Agent Message Event Rule (AMER) during the execution 
of collaboration processes; (2) document related exceptions were dealt with by 
adopting Document Tracking Log; (3) the cause of unexpected collaboration 
exceptions (UCE) is analyzed by using the algorithm of similarity-matching 
based on knowledge for mining exception cases in order to get the solution of 
similar exceptions. A prototype system, CoopDesigner, based on the proposed 
methods, is presented at the end of the paper. 

1   Introduction 

Computer Supported Cooperative Design (CSCD) is one of the major applications of 
Computer Supported Cooperative Work (CSCW) in the engineering design and one of 
the core technologies of concurrent engineering which provides an environment for 
collaborative product developments in an enterprise. 

Presently, the workflow technology is adopted by many collaboration process 
management systems [1], but research on the exception handling and evolution of 
workflow systems are still under the way [2]. Chiu et al. [3] solved the problem of 
exception handling by using object-oriented workflow management systems com-
bined with web technology; PROSYT [4] addressed inconsistencies and deviations in 
general process support systems; Klein [5] adopted a knowledge-based approach to 
handling exceptions in workflow management systems (WFMS) with emphasizing on 
agent management. Incorporating with the notion of the concept hierarchy Hwang [6] 
mined exception instances to facilitate unexpected workflow exceptions handling. 

Collaborative Design is a method that is group-oriented, and has its own character-
istics, such as group decision-making, document-centered, time-critical, knowledge 
centered and multi-disciplines. Since the requirements of handling exceptions and 
evolution in CSCD cannot be completely met by traditional workflow systems, a 
multi-agent based method to monitor and deal with collaboration exceptions is pro-
posed in the paper. 

Based on a brief summary of relative works [2-5], the paper is organized as fol-
lows: The exceptions are defined and classified in section 2. Combining multi-agents 
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with knowledge, a method to detect and handle the expected exceptions is presented 
in Section 3, and two methods for handling unexpected exceptions are described in 
Section 4. Finally, a prototype system called CoopDesigner, constructed on the pro-
posed methods is presented in Section 5. 

2   Exceptions in CSCD 

2.1   Definitions of Exceptions in CSCD 

We define an exception in CSCD as any deviation (such as resource conflicts, over-
due etc.) from a normal execution or from ideal design results comparing with the 
required objectives of collaborative design. To make this clearer, let’s take a detailed 
design of a collaborative construction design process for an example. Assuming that 
the whole collaborative process can be divided into three phases: 1) Task Decomposi-
tion, a task is decomposed into subtasks in the following sequence: architecture de-
sign; structural design; detail design for water and electrical supplies and distribution 
services, etc, and finally plan making in which a general task execution procedure 
including task precedence, hierarchy and timeliness is determined. The whole process 
consists of a series of declarations of detailed information and duration of tasks. 2) 
Task Assignment, the decomposed tasks are assigned to participating teams. 3) Task 
Execution. 

Any deviation from the procedure above can result in bad influences on the col-
laborative design process, and lead to exception(s). The phenomena, such as overdue 
of structural design activities, poor quality of design results of an electrical design 
team, lack of human resource in a design team, etc, are regarded as exceptions. 

2.2   Taxonomy of Exceptions and Related Concepts 

As stated above, collaborative design is divided into three phases: collaborative task 
decomposition (CTD), collaborative task assignment (CTA) and collaboration task 
Execution (CTE). Correspondingly, exceptions that occurred in each phase are de-
fined as: collaborative task decomposition exceptions, collaborative task assignment 
exceptions and collaborative task execution exceptions respectively. All the excep-
tions usually are referred to collaboration exceptions (CE) which is the basis of classi-
fication of collaboration exceptions (see in section 2.3). 

According to whether exceptions are detected by using an agent's knowledge or a 
rule reference, they can be classified as expected collaboration exceptions (ECE) and 
unexpected collaboration exceptions (UCE) respectively, from which incur different 
method selection of exception handling. 

2.3   Events, Rules and Exceptions 

2.3.1 Message, Events and Type of Exceptions 
In agent technology based systems, the corresponding events are activated depending 
on the message transmission between agents. According to three phases of collabora-
tive design, we can define three generic message types: collaborative task decomposi-
tion message, collaborative task assignment message and collaborative task execution 
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message. Normally, a message with a specific event type is sent to a relevant agent. 
When this agent processes the event and encounters an exception, exception handling 
agent (EHA) will be invoked to resolve it. This mechanism associates exception han-
dling with agents’ messages and events, and gives a basis that supports the online 
exception detection and handling. A hierarchical structure and taxonomy of a basic 
exception type is shown in Fig. 1. The exception taxonomy can be successively sub-
divided according to the phase and related events.  

 

Fig. 1. Hierarchy of collaboration exceptions 

2.3.2 AMER 
In order to represent and process coordination constraints (objectives, organiza-
tion/unit rules, policies, etc), collaborative task constraints (OR-Split structure under 
execution, etc), and meta-level task constraints (deadline, limitation of time interval, 
task status), an agent-message-event-rule (AMER) is proposed by combining agent 
communication language (ACL) with the message-event mechanism. AMER consists 
of following parts: agent-type, agent-event-type and rule sets. Agent-type describes 
the type of an agent which sends the message with an event; agent-event-type de-
scribes the event type of the message sent by the agent, which includes collaborative 
task management events (task creation, task modification, task deletion, etc), collabo-
rative task execution events (start, finish, suspend, terminate, stop, resume and failure, 
etc), and events related to exceptions (knowledge conflict, loss during submission and 
distribution of document resources, overdue, data operation exceptions, route excep-
tions, task activation exceptions, etc). Rule sets consist of several production rules. 
Different agent event types are processed by different rule sets. Each production rule 
is formed by antecedent sets and consequent sets, the former normally are precondi-
tions for executing, while the latter usually contains some specified operations or 
algorithms. The type of rule sets can also be classified as user defined type which is 
defined by users and stored in a rule base, and system defined type which is encoded 
in the algorithm of agents. 

3   Handling Excepted Collaboration Exceptions 

In our system, when an agent received a message with a specific event from others, 
the event is assessed and mapped to related rules. If exceptions are detectable and 
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predictable they can be caught and resolved by the predefined rules of AMER, which 
can improve the ability of exception location, control and automatic recovery during 
runtime. 

3.1   Detecting Expected Collaboration Exceptions 

The detection of the causes of ECE which includes matching the antecedent sets of 
ECE to the exception handling rules and inferring them according to the agent-type 
and agent-event-type of agents depends on operations of monitoring critical informa-
tion conformed to the format of AMER. This process is activated online after a cap-
tured event is matched and confirmed by an agent. For a rule of exception handling, 
the antecedent sets describe the critical data, information and status of exceptions 
related to a collaborative task and several algorithms, and the consequent sets often 
specifies the exception handling mode, actions and some related operations. 

Program 1 shows a basic format for a ‘finished-task’ message of AMER, which 
asked collaborative task executor (CTER) to evaluate an instance, Taskj, and process a 
flow (see Program 2), calling for all constraints and rules after the instance of a col-
laborative task is finished and CTER receives a ‘finished-task’ event.  In Program 2, 
IsTaskFinished() checks the system defined rules. Requestuserdefinedconstraints() 
checks the user defined rules. RequestRouteAgent() processes the precedence and 
hierarchic relationship among decomposed tasks and all basic control structures of 
workflow with the help of route agent (RA). RequestTaskAssignedAgent() asks Task 
Assigned agent (TAA) to process the dynamic resource allocation of the tasks that 
should be started. In the process, different agents are called one after the other and 
asked to detect different expected exceptions. Once an exception is detected, it should 
be resolved by EHA 

Program 1. A AMER format of requesting CTER to process a ‘finished-task’ event 

Primitive:    Request 
Sender   :    TianFeng  
Receiver :    CoopTaskExecutor 
Reply-with:   NULL 
Reply-to :    NULL 
Language :    OntoCKML 
Businessstyle:Collaborative Design 
TaskStyle:    Evaluation of working drawing 
Content  {    Agent-Type-k: Task-Client 
              Agent-Event-Typei: FinishedTask 
                          {Content: Taski} 
} 

Program 2. A concise flow of execution when CTER received a ‘finished-task’ event 

Event.FinishedTask(Taski) { 
IF IsTaskFinished()=False Then 
   {RequestExceptionhandlingAgent(); Exit;} 
ELSE IF requestuserdefinedconstraints()=Error Then 
   {RequestExceptionhandlingAgent(); Exit;} 
ELSE{ 
  IF RequestRouteAgent()=Error Then 
     {RequestExceptionhandlingAgent(); Exit;} 
  IF RequestTaskAssignedAgent()=Error Then 
     {RequestExceptionhandlingAgent(); Exit;} 
} } 
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3.2   Handling Expected Collaboration Exceptions 

Generally, once an agent has detected an exception during processing an event, an 
exception message will be sent to EHA which resolves the message and executes 
related operations according to correspondent AMER. Taking an example, if there is a 
need to monitor overdue of a task execution, a rule can be defined as in Program 3. 
Once CTER captures the exception, it sends a message to EHA which resolves the 
event type of the message and operates on it according to the rule’s consequent to 
activate a time management task. For another example, the control structure for han-
dling exceptions in coordination policies mostly adopts feedback structure and OR-
Split structure (see Fig. 2). This needs the cooperation of CTER, route agent and 
EHA, such as combined with the Rulei of feedback in Fig. 2 and Program.3, the Taskj 
will restart if the result of the Taski is not available. 

Program 3. Fragments of predefined rules and constraints correspondent to different events  

Event.FinishedTask(Taski) 
Begin  
  ... 
  UserdefinedConstraintk:  
    IF (Task.Name=Taski and Task.status=Finished and 
        Task.Ratioofduration >= 120%) 
    Then (Action = TRUE) and (Task.Name=Timemanagement 
        and Task.Status=Start) 
  ... 
End 
Event.Feadback  //Rulei 
Begin  
    IF (Task.Name=Taski and Task.TaskStyle=Audition and 
        Task.Result = Rejected) 
    Then (Action = TRUE) and (Task.Name=Taskj and 
        Task.Status=Start) 
End 

 

Fig. 2. Collaboration processes with rules 

4   Handling Unexpected Collaboration Exceptions 

The causes of unexpected collaboration exceptions (UCE), such as design conflict 
etc., are usually much more difficult to be detected. This implies that the means of 
predicting and detecting the causes of UCE by software agent are not existed and can 
only be figured out by experts after occurring UCE. But expert experiences are  
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always individualistic in nature and cannot be easily shared. To achieve the goal of 
sharing of exception handling knowledge and handling collaboration exceptions, this 
system adopts: 1) building documents tracking log (DTL) in order to quickly recover 
from trivial exceptions; 2) building exceptions case base, in which the processes of 
handling UCE by experts are recorded for the purpose of sharing and reuse. At the 
same time, it can also collect instances for capturing multi-expert experiences in ex-
ception handling to prevent subjective judgments while obtaining results directly (See 
the details in Section 4.2.). 

4.1   Exception Handling based on Documents Tracing Log 

Due to the document-centered characteristic of CSCD, we seek the originating task 
with exception cause(s) by using exception handling wizard agent (EHWA) to track 
DTL. Such a method can recover original task not only by backward but also by for-
ward. The items in DTL include originating task, originating version, parent version 
and parent task. Shown as in Table 1, a task of ‘assembling bolt accessory’ results in a 
file of ‘M16 bolt’ with parent version ‘null’, which means that such a file is the origi-
nating document file; the task of ‘Assembling robot arm’ outputs a file of ‘M16 bolt’, 
being input to the task of ‘Assembling bolt accessory’. A task that any deviation of 
design results has occurred could be found by tracking these logs according to the 
relations in document distribution among tasks, and then either backward or forward 
recovery is chosen according to the severity of the deviation. Forward recovery is 
adopted when a deviation is trivial and has no influence on other collaborative tasks, 
while backward recovery is adopted when severe deviations occur and have associ-
ated influence on many completed tasks, in this case the influenced tasks  should be 
restarted executing. 

Table 1. A fragment of DTL 

Filename Originating task Originating 
Version 

Parent Task Parent Version 

M16 bolt Assembling bolt accessory 233 NULL NULL 
M16 bolt Assembling robot arm 256 Assembling bolt 

accessory 
233 

4.2   Handling UCE with Similarity-Matching Based on Knowledge for Mining 
Exception Cases 

To compensate for the lack of methods handling UCE and to efficiently use expert 
experiences, we propose a method based on similarity match in exception cases by 
using knowledge to deal with UCE. 

4.2.1   Exception Record 
After EHWA acquired a UCE and can resolved it with the cooperation of experts, the 
result and procedure would be recorded and stored in structured and semi-structured 
formats according to production rules and used by a mining algorithm based on  
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exception knowledge (see in section 4.2.2). The detailed items of exception record are 
shown in Table 2. 

Table 2. The details of exception record 

Record Items Description 
ID Identification Number 

Task Name Task name which occurred an exception 
Result Result of exception handling: Failure or Success 

Causes of Failure Specified the causes after handling an exception 
Mode Exception handling mode 

Recovery The mode of recovery 
Rules of exception 

handling 
Antecedent set comprise TaskStyle, OBJECT, attributes of object, etc, consequent 

set include the operation of exception handling 
other Such as status, executor and temporal attribute of exception handling, etc. 

4.2.2   An Algorithm of Similarity-Matching Based on Knowledge for Mining 
Exception Cases 

Program 4. A concise programcode of mining algorithm 

program MiningAlgorithm (Output) 
  {The current exception attribute set A[1...n]  
     in which some elements should be: A[1](TaskStyle) 
     A[2](Agent-Event-type), others should be the same 
     style as: A[3]=O[3].a[3](Object.attribute); 
   Exception instance set P[1...m] 
   Candidate instance set CP[1...l] 
   K is a maximum number of the returned results} 
  var 
      int i,j,k,matchcount; 
  begin 
    matchcount=0; 
    FOR i=1 to Size(P) 
    begin 
      IF P[i].TaskStyle=A[1] and  
         p[i].Agent-Event-Type=A[2] 
      begin 
        FOR j=3 to Size(A) 
           FOR k=1 to Size(p[i].Rule) 
              IF IsEqual(A[j],p[i].O[k].a[k])= TRUE 
                 matchcount++; 
           Insert_Sort (CP[],p[i]); 
      end 
    end 
    return CP[1...k] 
  end. 

Taking an example, assuming that we know a set of symptoms of an exception, 
A(a1,a2,…,an), extracting from the user input characteristic sets of exceptions by 
EHWA, then an algorithm (see Program 4) is used. Take Table 3 for an example, if an 
attribute set (electrical distribution working drawing, distributor box, size) is ac-
quired, two similar records 21 and 22 would be matched. Thus, when locating the 
distributor box, a specified maximum size should not be violated if it was inserted in a 
shear wall, otherwise, it should be changed to other walls. It leads to a solution of the 
current exception, ‘distributor box location’. 
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Table 3. A fragment of exception instances 

ID … Task Name Exception 
Style 

Result Causes of Fail-
ure 

Mode Recov-
ery 

21 … Electrical distri-
bution working 

drawing 

No available 
results 

Failure Hole size beyond 
the maximum 

allowed 

Expert Resume 

22 … Electrical distri-
bution working 

drawing1 

Modification 
failure 

Success Assembling bolt 
accessory 

Expert Resume 

 (Continued) 
ID Rules of exception handling 
21 IF TaskStyle = Electrical distribution design and OBJECT=Distributor box and CAUSE = Smaller 

size THEN OPERATION = Enlarge hole 
22 IF TaskStyle = Electrical distribution design and OBJECT=Distributor box and CAUSE = Size of 

Distributor box in a shear wall>4m2 THEN OPERATION = Change the hole to near non shear wall 

5   A Prototype System, CoopDesigner 

A prototype system of collaborative design called CoopDesigner is designed and 
implemented. It consists of many subsystems including multimedia conference, tele-
whiteboard, composite application sharing, production rule system, object-oriented 
knowledge base, multi-agent platform, collaboration organization management based 
on knowledge and collaboration task management [7], etc. 

 

 

Fig. 3. A client interface of Collaboration Task Management 

In the system, exceptions are detected and resolved online with the cooperation of 
clients of collaborative task manager (CTM), CTER, EHA, exception recovery agent 
(ERA) and EHWA, etc. CTM client realizes the collaborative task decomposition and 
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static collaborative task assignment, and has the ability to support the operations of 
the collaborative task evolution. Fig. 3 shows a task flow of designing a sub-accessory 
of a robot-arm, which includes 14 activities, and each of them is replaced with a box 
with a pixel map. Boxes with different image represents different kind of task-style, 
such as the one with a green triangle or a blue square represents a start activity or an 
end activity, the one with a pixel map of wrench means an assembling activity, etc.  

After decomposing collaborative task and subsequent submitting to CTER, CTER 
controls the execution of the collaborative task. EHWA adopts methods of tracking 
DTL and algorithms of similarity-match based on knowledge for mining exception 
cases locate, resolve and recover exceptions with the cooperation of RA and ERA. 
Other instances of interfaces are omitted due to the length of this paper. The multi-
agent system we implemented is modeled and analyzed by Object-Oriented Petri nets 
[8]. 

6   Conclusion 

Combining multi-agent technology with workflow technology, this paper defined and 
classified the exceptions that frequently occur in CSCD. Three methods for exception 
handling are presented, in which according to expected and unexpected characteristics 
of collaboration exceptions and using routine rules, expert knowledge and experience, 
various agents divide the work and cooperate with each other to monitor the execution 
procedure on-line, detect exceptions and adjust the assignment of tasks in time (if 
there is an exception) in order to accomplish a common goal in an ‘ideal’ way. 
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Abstract. An increasing number of sites including scientific electronic journals, 
digital libraries and collaboratories have been dedicated to scientific knowledge 
sharing and exchange in the recent years. Despite the apparent progress, in 
which traditional journals are migrating to Web and new forms of communica-
tion emerge, a closer look at these sites indicates that the scientific publishing 
model remains essentially unchanged. In this context was born the Configurable 
Electronic Journal (CEJ) project, a solution for generating configurable and ex-
tensible electronic journals. One of the main goals of this work is to apply open 
source technologies, including W3C Semantic Web technologies, in the design 
of an innovative environment for the definition of publication processes. CEJ 
environment is flexible to accommodate different styles of publications, suit-
able to be used in different processes and disciplines. 

1   Introduction 

The invention of writing, around 3500 B.C. in Mesopotamia, followed by the inven-
tion of paper by Ts'ai Lun, around 100 A.C in China, revolutionized the storage and 
transmission of knowledge. The next revolution in information technology came 
around 1440 A.C, when Gutenberg invented the printing press. The print technology 
reduced significantly the costs and time needed for reproducing manuscripts. 

Now, we have entered the Post-Gutenberg Galaxy, “the fourth revolution in the 
means of production of knowledge” [8]. Compared to the previous revolutions, the 
computer technology revolution, besides reducing significantly the cost of storage and 
reproduction, provides entirely new capabilities: “Information can be transmitted 
instantly over long distances; knowledge which is stored electronically can be modi-
fied even after the time of publishing…” [1]. 

An increasing number of sites have been dedicated to scientific knowledge in the 
recent years. These sites have been called scientific knowledge infrastructures in the 
literature. Despite the rapid change and apparent progress due to the electronic me-
dium and the Internet, a closer look at these sites indicates that the scientific publish-
ing model remains essentially unchanged. 

This paper presents the Configurable Electronic Journal (CEJ), a solution for gen-
erating configurable and extensible knowledge infrastructures. One of the main goals 
of this work is to apply open technologies of W3C Semantic Web [16], including the 
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eXtended Markup Language (XML), XPointer and annotation technologies, in the 
design of an innovative environment for the definition of publication processes. CEJ’s 
customizable workflow can accommodate different styles of publication, suitable to 
be used in different processes and disciplines. In this sense, it must be possible for the 
editorial board of the journal to configure which phases will constitute the publication 
process, which actors will be engaged in which phase and how, which form of dis-
course (open, closed etc) will be applied in the revision and discussion phases etc. 

Other key goals of CEJ project include discovering new roles in the scientific pub-
lication process as well as experimenting with new collaborative forms of communi-
cation. To achieve the latter goal, we have designed an annotation component that 
allows documents to be augmented with comments and discussion threads over fine-
grained elements of the document. 

The rest of the paper is organized as follows. Section 2 presents the concept of sci-
entific knowledge infrastructures, which has been the subject of this work. Section 3 
compares the approach presented here with related work; Section 4 presents the CEJ 
environment and current experiments with the prototype, and Section 5 discusses the 
final considerations and future work. 

2   Scientific Knowledge Infrastructures 

Hars [1] defines the term online scientific knowledge infrastructure as “a socio-
technical information system aimed at the creation, organization, storage and applica-
tion of scientific knowledge. It is not only a technical system consisting of hardware, 
software, databases etc. It is also an organization system which consists of stake-
holders, organizational structures and processes” [1]. 

 

Fig. 1. Categories of knowledge infrastructures 
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Fig. 1 depicts a general characterization of these infrastructures, adapted from [1]. 
A great number of these sites can be categorized as “online” or electronic journals. 

With the emerging of these infrastructures, we are moving towards a continuum of 
publication, and this requires a continuum of peer review, which will provide feed-
back to scholars about articles, and not just in the one-time binary journal decision 
process stage [11]. 

However, concerns about possible damage to the traditional review system are 
slowing down the pace of change. Despite the apparent progress, in which traditional 
scientific journals are migrating to Web, new forms of communication emerge, and 
some activities of the publication process are automated, the scientific paper-based 
publishing model remains unchanged, as mentioned before. It could be argued that 
some few electronic journals have been experimenting with new forms of academic 
discourse, and some significant improvements have been achieved. This is the case, 
for instance, of BMJ, a general medical journal, of Psycoloquy in the cognitive sci-
ences, and of the revolutionary model of publication in the High Energy Physics. 
However, if we consider the universe of 24,000 research journals published world-
wide [18], these cases represent the exception, not the rule. 

3   Background and Related Work 

In this work, some knowledge networks were investigated. Particularly, we were 
interested in studying online electronic journals. The following models were investi-
gated: the British Medical Journal (BMJ) [7], Stevan Harnad’s Psycoloquy [14] and 
Behavioral and Brain Sciences journal (BBS) [15], the PubMed Central by NIH [2], 
the Journal of Interactive Media in Education (JIME) [4], Ginsparg’s Physics preprint 
archive [3], and finally, John Smith's hypothetical "deconstructed journal" [6]. This 
research was preceded by an extensive theoretical analysis, with the aim to understand 
the traditional publication model, and also how the electronic medium and the Internet 
open new doors to improve the traditional system. For instance, the fact that articles 
are bundled into “issues” in traditional print journals is due to the economics of pub-
lishing. 

Currently, we are aware of only a few systems that provide functionality similar to 
CEJ. JIME (The Journal of Interactive Media in Education) is a good initiative con-
ducted by the Knowledge Media Institute, in UK, with the aim to redesign the tradi-
tional peer-review process. They have been designing a computer-meditated technol-
ogy to support new kinds of discourse. One of the challenges for JIME's work group 
is shifting reviewing from a closed process to an open process promoting constructive 
dialogue between participants [4]. 

A key aspect of their technical design is the integration between the document and 
the discourse. However, JIME and the known D3E Environment lack some potential 
good features. First, documents must be submitted in the HTML format, limited as a 
publication format, as we will discuss in section 4.2. Secondly, there's no support for 
fine-grained annotations, allowing readers and reviewers to comment on a specific 
paragraph, figure or a sentence. Finally, the system does not support the definition of 
customizable publication processes. In fact, it does support one fixed publication 
lifecycle, only useful for disciplines in which softer criteria for acceptance/rejection 
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must be negotiated [4]. Therefore, it's hard to believe that JIME would be suitable for 
electronic journals in other disciplines like Physics and Computer Science. 

4   The CEJ Project 

In this section we detail the CEJ environment, starting from the system design, then 
discussing the support for collaboration and the system architecture, and finally pre-
senting the current experiments. 

4.1   Design Principles  

This work improves JIME's efforts to redefine the scholarly publication process in 
three main points: (1) content is separated from presentation, which is an important 
requirement in that it allows the same article to be published in more than one journal, 
with different presentations. Multiple virtual documents can also be created from the 
same original document, suitable for use by different audiences in the same journal; 
(2) documents can be augmented with comments and discussion threads over fine-
grained elements of the document, allowing readers and reviewers to comment on a 
specific paragraph, figure or a sentence; and (3) publication processes can be defined 
in a flexible way, through CEJ's workflow engine.  

In our object-oriented data model, a journal can be associated with any number of 
process templates and may run several process instances. A user can perform a num-
ber of roles in a given journal, and each role has its own set of access permissions, 
defined by the editor. Articles are published in a journal and have a type, which may 
be an original article, a survey, a review etc. Documents are associated to articles, and 
also have a type (proposal, pre-publication etc). An annotation has a type (e.g. com-
ment, question), is created by a user and either annotates a document or responds to 
another annotation. Annotation granularity may range from a single word to the whole 
document. 

At the heart of the CEJ system is an object-oriented workflow engine developed 
for the Web. The flexibility of this component allows easy configuration of workflow 
templates. Typically, any workflow template will be a combination of some “elemen-
tary” tasks, pre-defined in CEJ environment. However, it is easy to extend these 
classes (or to create new ones from scratch) with the aid of a Java developer. 

4.2   Document Format 

Among emerging electronic journals, scientific articles are usually submitted in PDF 
(Portable Document Format), PS (PostScript) or HTML (Hipertext Markup Lan-
guage) formats. HTML has the advantage that it does not require any software beyond 
a web browser. Most word processing tools supports the translation to HTML. Be-
sides that, the language provides the standard formatting and font size. On the other 
hand, the most common format is PDF, which requires the Adobe proprietary soft-
ware to edit the document, but provides the advantage of preserving the look and feel 
of the original document (e.g. layout, size, etc.). PDF documents are viewable over 
the web from within a web browser, similar to HTML, but require a separate plug-in 
to be read. In addition to this, the format is not integrated with Web technologies like 
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W3C DOM and JavaScript. PostScript is similar to PDF, but cannot be viewed within 
a standard web browser. 

Over the last years, the work in the area of Semantic Web has shown that the XML 
technology emerged as the Internet electronic document standard. The Semantic Web 
aims at machine agents that thrive on explicitly specified semantics of content in 
order to search, filter, condense, or negotiate knowledge for their human users [19]. 
Choosing the XML standard means that every article in the journal repository can be 
broken up into its fundamental parts - authors, affiliations, sections, references etc. 
Additionally, in contrast to HTML, XML offers the ability to separate content from 
presentation. 

In CEJ project, we have chosen the XML standard as the file format for article 
submission. In CEJ first prototype, we decided to use DocBook, an open source XML 
format for publication of books and articles. In similar way as in PubMed Central 
journal [2], CEJ provides a validator module to check for completeness and syntacti-
cal correctness. This API can be used, for instance, to guarantee that every article in a 
specific journal contains at least one author, that an abstract for the article is required, 
and that the article body should not exceed 5000 words in length. 

4.3   Support for Collaboration  

The nature of academic discourse is changing, becoming more interactive, collabora-
tive and interdisciplinary. Another key goal of CEJ project is experimenting with new 
collaborative forms of communication in the publication process. To achieve this 
goal, we have designed an annotation component that allows documents to be aug-
mented with comments and discussion threads over fine-grained elements of the XML 
document. 

The CEJ annotation module uses the proxy-based approach, in which annotations 
are stored and merged with the Web document by a proxy server. Browser-based 
approaches, in which a specific browser is modified in order to merge the document 
with annotations, were discarded to facilitate widespread applicability. The merging 
of a document with associated annotations is done on the server side, producing a 
"virtual document" in the client browser. CEJ provides an interface for querying 
documents with associated annotations, as part of its object-oriented API. This allows 
readers to see different virtual documents based on the same article. 

In CEJ system, the visualization of annotations can be configured in a variety of 
ways. For instance, an annotation can be visualized either as a hint, in a separated 
window, or embedded in the virtual document. 

Annotations are stored in the database, and are accessible through the object-
oriented API. Any  part of the XML document can be annotated: the whole document, 
an abstract, a section, a paragraph, a figure, a string range of a paragraph etc. We use 
XPointer for locating the annotations in the annotated document. 

4.4   CEJ Architecture  

Since the beginnings of this project, we aimed to make CEJ a flexible and robust 
system. In order to achieve this goal, we have chosen Struts, an open source frame-
work for Java Web applications, as the base framework for developing the CEJ  
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system. The framework technique is a software engineering technique for producing a 
reusable, “semi-complete” architecture that can be specialized to produce custom 
applications [12] 

Struts [13] is based on the Model-View-Controller (MVC) design pattern, which 
separates the application object (model) from the way it is represented to the user 
(view), and from the way in which the user controls it (controller). Another advantage 
with the MVC pattern is providing a means of organizing systems that support multi-
ple presentations of the same information. Fig. 2 shows CEJ’s system architecture: 

 

Fig. 2. CEJ architecture 

Since the system is based on Web technology, besides a standard Web Browser, no 
special software is needed on the client-side. The client request is first intercepted by 
a Java servlet, referred to as a controller servlet. This servlet handles the initial proc-
essing of the request and determines which view page to forward to the user. The 
model classes in CEJ system are a set of simple Java objects. As a data store, we are 
currently using an instance of the MySQL relational database, but any other DBMS 
system (e.g. PostgreSQL, Oracle, ...) could be plugged, provided that it supports a 
JDBC driver. 

The views within the architecture consist of JSP pages, augmented with Struts tags. 
Most dynamic content is generated in the server, but some business in CEJ system 
required client-side JavaScript, especially in the implementation of the annotation 
system. Finally, the system architecture also includes a notification module. 

4.5   Experiments  

Since the early days of this project, we have been interested in experimenting with a 
few scenarios of publication. Particularly, we will discuss here two models of publica-
tion which have been set up in the CEJ portal: 

1. A continuous flow journal with instant publication. 
2. An invitational journal with a proposal phase. 
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Model 1: A continuous flow journal with instant publication 
 

In this model, authors perform research, create and edit the article, and then self-
archive the article on their personal servers.  Once the article is available on the Web, 
readers can read it. As shown in Fig. 3, the article submission can be performed either 
by the author, or by the reader! The “submission” role could also be performed by the 
journal’s editor, searching the Web for quality articles. After successful submission, 
the journal incorporates the article through a link (URL). Provided that none of the 
journals holds its physical control, an article can be published in several journals at 
the same time.  

 

Fig. 3. The continuous flow model with instant publication 
 

Note that publication in the journal occurs immediately after submission, and is 
performed before the peer-review phase. The cycle ends when the editor (or pub-
lisher) performs copy-editing, and the article may be returned for update by the au-
thor. The continuous flow model is shown in Fig. 3. 

To implement this model in CEJ, four tasks were required to be set up: a submis-
sion, a revision, an approval and an update phase. All of them are defined as elemen-
tary phases in CEJ environment. The submission task was configured to accept only 
URLs. In the revision phase, the journal was configured to support open peer-review, 
and CEJ annotation system was set up to allow a variety of contributions and types of 
annotation. The approval task allows editors and reviewers to select the contributions 
from the review phase and to incorporate them into a virtual document. Finally, in the 
update task, a deadline can be set up for editing by the author. 

There are many opportunities for collaboration in the instant publication process 
described here. Collaboration in the form of annotations, discussion threads and peer-
commentary can begin as soon as an article is submitted and instantly published, and 
may be performed in parallel with the peer-review activity. Contributions may con-
tinue even after the review and update tasks. 

Some considerations regarding “model 1” deserve to be mentioned here. First, self-
archiving has been gathering force over a decade, and Ginsparg’s Physics preprint 
archive [3] is an example of a successful implementation of this model. Secondly, in 
contrast with the traditional paper-based model, peer-review is performed after publi-
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cation here, as we mentioned, reducing the publication cycle time significantly. This 
approach is based on the argument that, in the electronic environment, publishing is 
reversible. According to Hars [1], "the counter-argument that this might lead to a 
flood of low-quality articles incorrectly assumes that the reader is not able to distin-
guish between unreviewed and accepted articles". In addition, filtering technology can 
be used to selectively eliminate undesired articles. In CEJ system, stamps can be at-
tached to documents in order to distinguish between reviewed and unreviewed arti-
cles. The interface also allows users to access only reviewed articles. 

 
Model 2: An invitational journal with a proposal phase 

 
In this second model, the editor invites an author to publish based on the reading of 
previous work by that author. The author writes a proposal, which is then reviewed 
and negotiated. A successful negotiation results in the writing and publication of a 
new article. 

One of the key advantages of this approach is that almost every article written gets 
published. The disadvantage is that selection of authors may be arbitrary and there is 
no way an unknown author can get published [10]. 

In order to implement this model in CEJ, we have defined a "proposal phase", 
composed by a submission, a review and an update phase. A second submission phase 
was also required for the new article. Collaboration between authors and reviewers 
occurs in the negotiation phase, making use of CEJ annotation system, and may pro-
ceed with the new article after publication. The invitational journal model is shown in 
Fig. 4. 

 

Fig. 4. An invitational journal with a proposal phase 

Finally, it's important to mention that traditional journals are mainly targeted at the 
final stages of the research process, because of the inherent limitations of paper to 
support fruitful discussions [1]. The proposal phase fills a major gap in traditional 
journals by allowing authors and reviewers to directly cooperate in the early stages of 
the publication workflow. This cooperation can be useful for both publishers and 
authors. It helps the authors compose a paper that reaches out to the journal's audi-
ence. On the other hand, it can also help the identification of a good new research 
problem based on previous work. 
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5   Conclusions and Future Work 

We believe that the current emerging of scientific knowledge infrastructures is only 
the first step towards redesigning the academic publishing model. The scientific pub-
lishing workflow will probably turn into a collaborative and interactive process, and 
peer-review will likely remain a part of it, but will possibly be open and supplemented 
by other mechanisms like peer-commentary. XML documents are likely to become 
the document type of choice in the scientific electronic environment. 

In this paper we presented CEJ, an infrastructure for generating configurable and 
extensible electronic journals. The purpose of this project is to experiment with new 
collaborative forms of academic publishing, making use of open technologies of Se-
mantic Web. 

We are currently working on extended support for electronic conferences and in-
vestigating the possibility of supporting collaborative Web-based editing of docu-
ments, in the XML format. In the near future, we also plan to support: (1) versioning, 
taking advantage of the fact that documents are stored in the XML format; (2) more 
interactive forms of publication; (3) translation to PDF format using Apache FOP 
engine [17], another open source tool. 

In the recent years, a worldwide movement to make free online access of scientific 
literature through institutional repositories has been gathering force, known as the 
"Open Archives Initiative" (OAI). One of the actions of this initiative is offering free 
software to institutions that wish to create OAI-compliant e-print archives. In the 
future, we aim to turn CEJ compatible with the OAI protocol and patterns. 

We hope this work can contribute to experimenting with new emerging academic 
models, to discovering new roles and possibly new actors for the publication process, 
and also to opening new perspectives in studying knowledge infrastructures, in that it 
emphasizes the power of the electronic medium and the open, standards-based com-
puter technology. 
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Abstract. This paper first provides a literature review of product development 
and knowledge management including product development process, design 
history and domain knowledge. It then presents a method for knowledge-based 
multi-view process modeling including process implementation, process moni-
toring, and knowledge management. The integrated framework and hierarchical 
model of the design history is built. The relationship among process history, de-
sign intent and domain knowledge is analyzed, and the method for representa-
tion and acquisition of process history, design intent and domain knowledge is 
presented. The multi-agent based architecture of the knowledge-based product 
development process management (PDPM) system and its functional modules 
are described, and the architecture of integrated knowledge management (IKM) 
system based on PDPM is set up and developed with a B/C/S 
(Browser/Client/Server) structure. The system is used successfully during the 
lifecycle of a new type of railway rolling stock development. 

1   Introduction 

Concurrent engineering (CE) is a systematic approach to integrate concurrent design 
and its related processes. Its objective is to shorten the product development cycle, 
improve the product quality and reduce the product cost. More and more research 
work for concurrent engineering is focused on the product development process mod-
eling (PDPM), implementation, design history, team organization, logistics, the key 
characteristics of product design, dynamic problems in process implementation, proc-
ess management and so on. 

PDPM is one of the key enabled technologies for the implementation of concurrent 
engineering including process modeling, process implementation, process monitoring, 
process analysis and optimization, process improvement and reengineering, process 
simulation and so on. In most cases of the product development process, the experi-
ence of the product development is acquired passively rather than actively. Because 
the designers and manager of the project are busy in developing the product, and have 
no time to build the knowledge base for product or improve the development process. 
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The main purpose of this study on integrated knowledge management (IKM) is to 
explore the theory and methods on process management, history management and 
domain knowledge management in the product development process, that is, to inte-
grate the knowledge management into the lifecycle of the product development proc-
ess including mainly the acquisition and reuse of process history, design intent, and 
domain knowledge. 

2   Literature Review 

The study on traditional product development originated from 1960’s and became a 
active topic at the end of 1980’s and the beginning of 1990’s. With the embedded 
study on CE, the cooperative product development, integrated supporting environ-
ment for concurrent design and intelligent decision support system become the current 
hotspot. The integrated product development team for cooperative product develop-
ment is made up of designers who are in different sites and connected by network, as 
if they were in one place. Thus it can reduce the development cost and improve prod-
uct quality by fully using the software and hardware resources of CAD/CAM (com-
puter aided design / computer aided manufacturing) and all kinds of knowledge and 
experience of related designers [1][2][3]. How to acquire and reuse the knowledge 
during the development process becomes a research hotspot now. 

The IKM system is a complex multi-object man-machine cooperating environment 
involving concurrent product development process, system structure of networked 
knowledge management, design history, domain knowledge representation and acqui-
sition, decision support, supporting environment etc. 

2.1   Product Development Process 

Product development process is the basis of the research on IKM. The system of 
product development process management includes process modeling, process analy-
sis, process improvement and process reengineering, process monitoring and conflict 
management [4]. According to different requirements and applied backgrounds, re-
searchers proposed various kinds of process methods and technologies. Summing up 
all methods, there are IDEF method, structured analysis, Petri-net modeling method, 
real-time structured analyzing and process modeling method, process programming 
method (including rule-based method) and systematic dynamic method [5]. In these 
methods, some of modeling methods are supported by corresponding tools such as 
SADT/IDEF0 (structured analysis and design technique / Integration Definition for 
Function Modeling), Petri-net and so on, others are still at the stage of academic re-
search and lack of supporting tools [6][7]. All of them and their supporting tools only 
focus on one or two views of many views of product development process, especially 
not support the knowledge view including process history, design intent and domain 
knowledge in the lifecycle of product development process [8][9]. That is to say, they 
only solve part of all problems in PDPM and are lack of full-scale description of the 
process. And there is not a standard, acceptable and acknowledged method which is 
necessary. In fact, if there is no any acceptable evaluating standard, it is difficult to 
evaluate a method of product development process modeling and management. 
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PDPM can assort with product development activities, monitor and validate prod-
uct development process, build unified product process information model, set up the 
checking mechanism of product development process, establish the mechanism of 
constraint and conflict resolution among activities, provide decision support tool for 
product development process and design and so on. 

2.2   Process History, Design Intent and Domain Knowledge 

The research on IKM mainly focuses on the domain knowledge acquired during 
product development including design decision knowledge and process decision 
knowledge. The knowledge for design decision includes knowledge of requirement of 
market and users, design standard, design principle, design modification, manufactur-
ing, assembly, cost, and quality. The knowledge for process decision includes infor-
mation on manpower and resource, knowledge of process planning, and coordination. 
All the knowledge reflects the history of product development and plays an important 
role in designing high-quality products. 

In the existing models for design history, only the data of product, process (includ-
ing operation) and decision (including intent, principle and constraint) are the main 
contents, and the whole process from the initial definition to the final geometry and 
topology design can be backdated according to the decision, and the information of 
product, information of development process and their relationship can be retro-
spected according to the process [10][11]. 

However, it is difficult to integrate design history, process model and product 
structure. In most researches, process development is considered as task flow, the 
process itself is not paid attention to, then how to integrate process, domain knowl-
edge and numerical product model is not thought over. 

How to integrate process knowledge and decision principle to geometry model and 
function model of product relies on more ordinary integrated product model [12]. As 
design is dynamic, how to represent the dynamic history information also needs the 
support of product model. How to represent efficiently domain knowledge is a com-
plicated problem. Knowledge acquisition is lack of efficient development tools, at the 
same time, it is the first step and most difficult and important link to build a knowl-
edge-based systems [13][14][15][16][17]. 

3   Multi-view Based Integrated Framework 

As there is so much information in the lifecycle of product development process espe-
cially for complex products, it is difficult to describe all information in one view. 
According to the different information, it can be divided into many groups, each view 
describes a group of information and then all views are integrated together. 

3.1   Basic Concepts 

The integrated knowledge in lifecycle of product development process includes the 
following main parts: 

(1) Process history is the history of the design tasks, including the steps of process 
implementation, the statuses of the implementing condition, the statuses of the flows, 
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the distribution of organization and resources, the schedule of the project, as well as 
the record of evaluation, and decision etc. 

(2) Design intent is the sum of information about the design method and the deci-
sion causation, including the status changing process of the design information, the 
design steps and scene which caused the change, as well as design history information 
of design decision, the choice of design schemes, design intent and so on. 

(3) Domain knowledge is the sum of the design principle, design method and de-
sign experience which exist in professional books, manuals, as well as in the brain of 
human. 

3.2   Multi-view Based Process Model 

The PDPM system is developed to coordinate activities in concurrent product devel-
opment process, control and validate the product development process, set up a union 
information model for product and process, mechanism of examining and approving 
for product development, mechanism of constraint and conflict coordination among 
activities, and provide toolkits for PDPM system. 

When modeling the product development process, different people such as manag-
ers, developers and engineers, may have different requirements for the process. It is 
necessary to describe the process in different aspects and form different views for the 
process. So the ideal method is to build an integrated model based on multi-view for 
product development process. 
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Fig. 1. The principle of multi-view based process modeling 
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Figure 1 describes the principle of the integrated process modeling based on multi-
view. In the model, users can describe and use different parts of the process and dif-
ferent stages of the development process with different computers in different places. 
For example, View 1 represents that users can model the different parts of the process 
with a few computers and describe the activities, roles and resources. View 2 repre-
sents that users analyze and optimize the process model. View 3 represents that users 
improve and reengineer the process model. View 4 represents that users require or 
reuse the domain knowledge. The model built by a few users must be checked in 
consistence by process modeling tool so that a self-contained executable model can be 
set up for product development. The process model is implemented in actual project. 
The PDPM supporting tool can generate different views such as activity-network (in 
View 5), status transaction of key data (in View 6) and so on according to the de-
mands of users. And users also can browse, implement and monitor the process in one 
view with any computer anywhere, for example, to distribute resources, to reengineer 
the process or analyze the process schedule using a design tool, to capture the process 
history in the development process (in View 7), to capture or reuse the design intent 
for product development process (in View 8) etc. 

3.3   Integrated Knowledge Framework 

The integrated knowledge base is the recorder and elucidation about the design object 
in the product development process. It incarnates all important information and pro-
fessional knowledge in the process of product development lifecycle. 

In general, the model of integrated knowledge involves a number of stages such as 
conceptual design, preliminary design, detail design, and process planning. In these 
stages, the design object changes from abstract to concrete form, and the design data 
are generated and perfected step by step. The interaction among the designers, design 
intent, design data, design tools, resources, and environment changes and forms the 
design pathway. The recorder to the thinking process of designers forms the design 
rationale. Figure 2 is the hierarchical model of integrated knowledge including proc-
ess history, design intent, domain knowledge and so on. 
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Fig. 2. The hierarchical model of integrated knowledge 

There are two levels in the model including process level and knowledge level with 
tree structure. In process level, the product development process is divided into  
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conceptual design, preliminary design, detailed design, process planning, trial-
production and so on, and each sub-process can be decomposed further. In knowledge 
level, the knowledge is also divided into several sub-knowledge bases such as process 
history, design intent, and domain knowledge, and each sub-knowledge base can also 
be decomposed further. Every sub-knowledge base is corresponding to one sub-
process in the model. 

4   Representation and Acquisition of Integrated Knowledge 

The design intent and domain knowledge can be acquired by knowledge acquisition 
tools and the correlative attributes of design are automatically acquired by the inte-
grated framework, such as time, correlative activities, and roles etc. The process his-
tory mainly uses automated acquisition supported by computers except acquiring 
mechanism of process management similar to design intent. By integrating the proc-
ess implementation and monitoring system, all events in the development process can 
be captured. And the module of process history will capture the events automatically, 
and save them in the process history base, as shown in Figure 3. 
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Fig. 3. The relationship of design history and process management 

4.1   Process History 

Process history is the record of the actual product development process according to 
the technology management. The content of process history includes three parts:  

- Part 1 is the process model of the special product development. It mainly includes 
process architecture, activities, descriptions of input and output flows, constraint 
condition and rules for process execution, status of flows, distribution of roles 
and resources. The information above can be acquired when process is modeled. 

- Part 2 is the executing history of design tasks, including changes of development 
process, sequence and time of task execution, status change of process execution 
condition, as well as changes of activities and flows, dynamic usage of roles and 
resources, reason of design changes and iterative process, and dynamic calculation 
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of workload. In addition, public messages and special messages are provided in 
the environment of concurrent product development process. 

- Part 3 includes coordination and decision of tasks or project and its principle, and 
content corresponding to the project, such as time and cost of designers training, 
method or technology involved in the project, the domain of developers, cost of 
evaluation, and time of document writing. 

All the three parts are acquired automatically during the process execution as 
shown in Figure 3. The module of process history capture acquires the process im-
plementation information from the module of process implementation and monitor-
ing, and input all this information to the process history base. 

4.2   Design Intent 

The capture of design intent is a semi-automatic process with part of autonomic capa-
bility and part of participation of users. There are two input methods: (1) the system 
activates the intent capture module through the process monitoring module according 
to the property and result of tasks, and requires developers to input related informa-
tion; (2) the developer may activate the intent capture module at any time according 
to his requirement, as shown in Figure 3. 

Design intent uses the natural language representation. It supports the non-
formalized input tools such as text editor, notebook, electronic panel, e-mail and mul-
timedia device. Thus the developer can describe his ideas more clearly and freely, 
without being constrained by rules. 

4.3   Domain Knowledge 

The product design is a complex process and must be researched with the system 
engineering approach. The components have very strong independency. So the goal of 
product design can be decomposed into several sub-goals and each has stated inde-
pendently. The relationship among sub-goals forms a public knowledge base (KB), 
and the knowledge for each sub-goal forms its own KB which can inherit the knowl-
edge from the public KB. 

The knowledge for each sub-goal can be concluded into a series of clusters of con-
cepts, and each one can be decomposed into a series of attributes. The relationship 
among clusters is OR, and that among attributes is AND. The attributes include two 
kinds: type and scope. The ‘type’ reflects how to class the attributes and the ‘scope’ 
reflects the distribution of attribute values. In fact, the attributes can also be regarded 
as variables. Figure 4 shows the AND-OR tree based model of concepts. 

On the other hand, the process of product design can be divided into a few sub-
processes, such as conceptual design, preliminary design, detail design and process 
planning as shown in Figure 2. The different stages of product design is correspond-
ing to different AND-OR tree based models of concepts. That is to say, the same sub-
goal has different sub-KBs in different stages of design. 

Different design processes, different components (or parts) and different supporting 
tools for concurrent design have their own sub-knowledge bases (Sub-KBs).The de-
scribing model can be represented as following equation. 
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where, i is the serial number of processes; j is the serial number of components; and k 
is the serial number of supporting tools. 
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Fig. 4. The AND-OR tree based model of concept for the product design goal 

4.4   Integrated Knowledge Representation 

The integration of knowledge representations is to combine all kinds of history 
knowledge above into a kind of unified KR schema, which includes the representa-
tions of process history, design history and domain knowledge. Generalized rule (GR) 
is used here whose premises and conclusions are extended to contain more kinds of 
representation forms of the history knowledge.  

The formalization form for GR is shown as following: 

<GR> ::= <conclusion>  <premise> <reliability> 
< premise > ::= <fact> | <burst condition> 
<conclusion> ::= <fact> | <process> 
<reliability> ::= <real which more than 0, less than or equal to 1> 
<process> ::= <method> | <model> | <modular of neural networks> | … 
<modular of neural networks> ::= <input transactor> <neural networks> <output 

transactor> 
<method> | <model> ::= <function> | <process outside> | <dynamic link library> 

Above all, an integrated history KR schema is presented with GR as shown in 
Figure 4. That is, with the control of meta-knowledge and the guidance of hierarchical 
framework, the domain knowledge is classified into a multi-level tree-structure 
according to the design process and design sub-goals, and its representation schema is 
GR which integrates rules, processes, methods, neural networks and so on into one. 
Thus a hierarchical KB is set up in which the framework is a multi-level frame and its 
sub-frames can inherit the knowledge and features from the father-frames. 
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5   Implementation 

With the support of several projects from High Technology Research and Develop-
ment Programme of China, a knowledge-based PDPM system is developed [6][17]. 
Then an IKM system is integrated into the PDPM system in the lifecycle of product 
development process and used in several enterprises. 

5.1   Functional Modules of PDPM System 

In the process-centered system, the integrated knowledge management system is at-
tached to the PDPM system. Integrated to engineering design system, the knowledge 
system gets the design intent and history information of product with the help of 
PDM, and acquires the interactive information from designers and supporting tools in 
the environment of PDPM. It is the main part of PDPM to realize general IKM. 

The knowledge-based PDPM system consists of role management, process analysis 
and improvement, process modeling, process executing, process monitoring, history 
management, coordination management, conflict management, knowledge acquisi-
tion, decision support and so on, which are integrated together on the workbench of 
the system. The functional modules of the PDPM system are shown in Figure 5. 
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Fig. 5. The functional modules of knowledge-based PDPM system 

In this system, the sub-systems of process execution and process monitoring drive 
the development process and update the process status. The sub-system of history 
captures and records the process history, design history, the status of using resources 
and so on. It can improve the project leader’s insight to the product development and 
provide a foundation to improve the process later to record the actual process, deci-
sion and principle used. 

5.2   Implementation of IKM System with Support of PDPM System 

Figure 6 shows the implementation of IKM system with the support of PDPM system. 
It includes the input and query of design intent, input and query of domain knowledge 
and capture of process history. With the main clue of process history, the design his-
tory and the domain knowledge are acquired and input into knowledge base including 
process base, history base and knowledge base. The knowledge above is reused dur-
ing the right sub-process at proper time by certain developer. 
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Fig. 6. The implementation of the IKM system 

5.3   A Case Study 

The integrated supporting environment of the IKM system based on PDPM is devel-
oped and has a Browser/Client/Server structure. It provides an ideal support environ-
ment for the history knowledge management and cooperative design with Inter-
net/Intranet. The system has been used successfully during the life cycle of a new type 
of railway rolling stock development in QQHR railway rolling stock company and 
obtained satisfactory results.  

Figure 7 shows one subsystem of process history and design intent for the devel-
opment of grain railway rolling stock. The left part of the first dialogue box is a struc-
tural tree for the process to list all activities. The right part of the first dialogue box 
lists the history and intent for the related activities. 

Design intent

Process model 
Process history

 

Fig. 7. The sub-system of process history and design intent 
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Supported by the IKM system, designers can browse and query the design history 
including process history, design intent and domain knowledge in the lifecycle of the 
product development process. 

The product development process is compared with previous cases. It used to take 
about 6 months to develop a similar product before. With the help of knowledge-
based PDPM system, it just took about 4 months to develop the product, that is, the 
time is shortened about one-third. 

6   Conclusions 

The integrated knowledge management in lifecycle of product development process is 
one of key enabled technologies to implement CE. Using the system correctly, the 
knowledge can be saved and reused, including the process history, design intent and 
domain knowledge in enterprises. It is an effective tool to support the knowledge-
based PDPM system and intelligent design. 

The further research work is to integrate the IKM system into PDM or add the 
function to PDM in order to realize managing knowledge more effectively and com-
bine with CAD more closely. Another important aspect is to integrate the system and 
the knowledge-based engineering, that is, the knowledge can meet the requirement at 
the right time in suitable form during the lifecycle of the product development proc-
ess. In conclusion, it is necessary to build a common framework to support the inte-
gration of concurrent PDPM and domain knowledge management in the lifecycle of 
the product, realize the close integration of development process, knowledge man-
agement and CAD to support the intelligent, networked, visual and numerical product 
design. 
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Abstract. According to the requirements of cooperative product development 
in networked manufacturing environments, a knowledge-based cooperative 
design technology is proposed. Based on the Chengdu-Deyang-Mianyang 
Networked Manufacturing and ASP Platform, a knowledge-based networked 
manufacturing cooperative design platform is developed by exploiting the 
product function modules, parts management, supplier management, customer 
management, and resources allocation optimization. In the cooperative design 
platform, the integration of manufacturing resources of supply chain and the 
method of client customization and enterprise cooperation are realized in the 
course of product development. The platform has been put into application in a 
number of enterprises in the Chengdu-Deyang-Mianyang region of China. 

1   Introduction 

With the advancement of society and the development of technologies, the 
requirements for innovative products have become higher and higher. People have 
changed from the pursuit of elementary products to the pursuit of complicated 
products that can produce economical, social and environmental benefits. Further 
more, they pursue artworks with cultural connotation that reflects ideology and social 
living style[1]. The innovation of the product development methods has been a 
powerful means that enterprises can achieve competitive advantages. First, the 
complexity of modern products makes it impossible for the products to be developed 
by an individual. Instead, it requires many people to cooperate. Second, the 
improvement of the product functions needs creative development methods and 
means that require the developers’ knowledge and wisdom[1]. Third, the products and 
sociality of products development require people to organize and make use of 
resources all over the world, and quickly develop new products. Fourth, products and 
their economic and social benefits in the process of development make people take 
into account of not only the investment of product development, but also all the costs 
during the process of product operation and management as well as the costs and 
efficiency of the whole product lifecycle. Fifth, with the rapid development of 
information technologies and economic globalization, great changes have taken place 
in enterprise environments. Inter-industry cooperation across regions and countries, 
rapid development of united enterprises, and information technologies have resulted 
in a revolutionary reform of the management mode of  product development methods. 
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Cooperative design technology shows that the interaction, distribution, and 
coordination of people’s working mode have become one of the most active research 
areas of computer engineering applications. Supported by National High-tech 
Research & Development Program (863 Program), the research of cooperative design 
technology in China has advanced greatly. Beijing Qingruan information technology 
Ltd., Beijing Beihang Haier software Ltd., and other 8 Chinese companies have used 
their own 2D and 3D CAD systems in the development of a cooperation-supporting 
design system, integrating CAD, PDM/PLM, and other software systems to support 
cooperative product developments. A number of cooperative design-supporting 
creative technologies have achieved breakthroughs and several systems have been 
implemented, such as parts supplier management system technology in cooperative 
design[2], mass customization products cooperative design system technology[3], 
networked products cooperative design supporting system[4], Web-based cooperative 
assemble system[5], and complicated products cooperative manufacture supporting 
environment technology[6]. 

2   Research on Enterprise Cooperative Mode 

2.1   Traditional Cooperative Mode Based on Enterprise Internal Cooperation 

The traditional design department and the organizing mode of design are usually 
hierarchical. The design room is directly leaded and administrated by the design 
department which is guided by enterprise managers. According to the attributes of the 
tasks, enterprises divide the project into sub-tasks and assign them to different design 
departments for execution, as showed in Fig. 1. This structure can be described easily 
by object-oriented method. This cooperative mode has such features as follows: 

(1) Enterprise can build uniform information system and cooperative architecture; 
(2) Fixed cooperative relation has been formed in enterprise; 
(3) Enterprise resources have been accumulated chronically, and design knowledge 

and experience in special domains have been formed systematically. 
(4) The cooperation pattern is relatively close, which makes enterprises lack 

information exchange with others. 

SubTask

Project

Task Task Task

SubTask
 

Fig. 1. The task structure based on collaboration in an enterprise 
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2.2   Cooperation Patterns Based on Enterprises Cooperation 

There are different kinds of cooperation patterns across the enterprises, including 
product design, product manufacture, product sale, product service, etc. Cooperative 
modes across enterprises include the cooperation pattern cross the enterprises, the 
cooperative mode of the leading enterprise regarded as the core, the cooperative mode 
on mass customization [3] [7-10].  

2.3   Networked Manufacturing-Oriented Cooperative Mode 

The cooperation based on networked manufacturing aims at the cooperation among 
regional convergent enterprise groups. Regional convergence includes scattered 
convergence, homogeneous convergence, and industrial-chain convergence. There are 
abundant resources in the region, but the systems and resources are heterogeneous and 
enterprises do not cooperate well with one another. The application of heterogeneous 
resources and the promotion of specialized cooperation is the key point of this 
cooperative mode. 

3   The Design of Cooperative Design Platform 

3.1   Functions of Cooperative Design Platform 

Cooperative design mode lies on the enterprise cooperative mode. According to the 
study of enterprise cooperative mode, cooperative design systems mainly focus on the 
following aspects: 

(1) Distributed synchronized cooperation[9] [10].  
(2) Design based on knowledge [11]. First, the cooperative design system is a system 

which supports cooperative “design”. Then, it is a system which supports 
“cooperation”. The cooperative design requires the application knowledge and 
experience, so the use of the application knowledge and the support for the 
process of product design are the key issues of the cooperative design systems.  

(3) The integration of resources within a supply chain. Modern enterprises need 
implementation of specialized work and cooperation, and integration of all the 
resources within the supply chain, so it can respond rapidly to the changes of 
market demands. 

(4) Participation and customization of customers[3]. Under the customized 
manufacturing mode, the cooperative design system should provide an efficient 
communication platform for customers, designers, and companies, implement 
real-time communications, and respond to the customer requirements quickly. 

(5) Product lifecycle management. In the process of product design, mass data are 
supervised by the PDM system and many enterprises will be involved in the 
product development. Because the relation between corporations is equal, the 
enterprise organization‘s hierarchy in hypo-taxis relationship cannot be formed. 
Thus, it is essential to support product lifecycle management.  
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3.2   The Architecture of the Cooperative Design Platform 

Fig. 2 shows the proposed architecture of the cooperative design platform of 
networked manufacturing. The platform uses open system framework, and is based on 
the design of layered system architecture. 
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Fig. 2. The cooperative design platform architecture of Networked Manufacturing 
 
(1) Infrastructure layer: the platform’s infrastructure utilizes TCP/IP services, shields 

various physical connection attributes, and provides transparent information 
communication service. This layer includes database, resource library, model 
library, and knowledge base of the heterogeneous distributed information 
systems, integrates various CAD systems, parts resource and design knowledge in 
enterprises, and also provides domain service, directory service, component 
object service, message service, and other services for the platform. The platform 
uses standard system software. The diversity of supports to the system software 
shows the compatibility of the platform. 
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(2) Common service layer: common service layer comprises a set of common kernel 
components. Functions of these components are limited to the internal use of 
cooperative design or collaborative electronic commerce. They provide general 
infrastructure services for the whole cooperative design platform. 

(3) Application Service layer: application service layer is the main body of the 
cooperative design platform. It comprises four modules: cooperative design, 
product lifecycle management, optimization of parts resources allocation, and 
collaborative electronic commerce. Cooperative design module is the core of the 
whole platform, which comprises the allocation design of products that customers 
participate in, the transferring product design based on existed parts, and the 
creative product design based on knowledge. It can use various CAD systems’ 
resources libraries and provide general tools for cooperative design. It can use 
various methods to realize the distributed synchronized cooperation, the 
mechanism of conflict coordination and cooperative decision-making, the 
management of product lifecycle data, and the complex management of 
cooperative design and data of subsequent process of manufacturing, sale and 
service. It supports integration of the platform framework, object management 
service of distributed transactions, and application integration in an enterprise or 
across multiple enterprises. Optimization of parts resources allocation module 
searches the parts information for products in resource library, optimizes and 
configures the parts. Collaborative electronic commerce module provides tools 
for the integration of the resources of entire enterprise supply chain and resources 
of regional enterprise group in the process of cooperative design. 

(4) Web UI: to provide uniform and secure user interfaces for users. They enable 
users from different locations and different identities to access various services of 
the cooperative platform through the same interfaces. 

4   Networked Manufacturing-Oriented Cooperative Design 

4.1   Establishment of Collaborative Relationship of Manufacturing Industrial-
Chain 

Collaborative relationship is centered on the leading enterprise and founded by the 
leading enterprise and its united enterprises by dynamic alliance, as showed in Fig. 3. 
United enterprises mainly include parts suppliers, products dealers, and services. 
Networked manufacturing may have a group of leading enterprises so as to support 
the collaborative system of socialization of manufacturing industrial-chain. 

Cooperative design platform can provide product designers with “ideal” suppliers 
and “ideal” parts through the suppliers management, and evaluate suppliers and parts 
through networked invitation of public bidding which enrich design resources 
enormously. Following the rules of commerce and technology, designers can choose 
the most appropriate parts. Buyers can manage parts and suppliers conveniently and 
consolidate the relationship with suppliers. 

Gao et al. [2] presented a choosing and evaluating system of the suppliers based on 
enterprise competition. Evaluation criteria include: competition power of products, 
competition power within the enterprise, competition power outside the enterprise, 
ability of cooperation.  
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Fig. 3. Manufacturing industrial-chain model based on enterprise 

The cooperative relationship management of manufacturing industrial-chain is 
performed by the cooperative commerce module which includes: parts inventory 
management, product sales management, service management, etc., and has such 
functions as follows: inventory management, inventory contract management, sales 
management, social storage management, client repository management, product 
repository management, maintenance records management, and parts/used-parts 
management, etc., which become the foundation of the cooperative design platform 
development. 

4.2   Optimized Configuration of the Enterprise Parts Resources 

The priority of resources is an important aspect of cooperative product development. 
On the platform of regional networked manufacturing, we developed resource 
configuration center and resource optimized configuration system. The module was 
developed by Huazhong Technology University and Southwest Jiaotong University. 
The resource optimized configuration system has been developed with the hierarchy 
analysis method. We can make optimization and evaluation through five criteria: 
machining time, machining cost, reliability, precision, and credit of enterprises. When 
a client selects the resource on the platform, he first compares the relative importance 
of the five optimized goals, then gets their relative coefficient, finally gets the 
synthesis score. This is an effective method to solve the optimization problem of big 
system with multiple hierarchies and multiple goals. 

4.3   Customization of Products 

The clients’ network customization can be implemented by the platform through 
issuing configuration information of products and providing products configuration 
model online. Enterprises check the finished products storeroom, work out production 
plan, and organize the production process through the customized order form. The 
platform supports the customized management of products through integrating the 
inner information system within the enterprise: taking into account the user’s request 
and production plan; supervising the process of design, manufacturing, in/out 
storeroom of products, and referring users; so as to trace the production process of 
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customized products and monitor the production status of customized order form in 
real time. 

4.4   Design and Manufacture Collaboration of Enterprises 

The platform has such functions as follows: cooperative design between enterprises 
and suppliers, project management, document management, drawings approval 
management, collision management, and other cooperative tools. Among them, 
project management module manages design process and classification of products, 
parts, standard parts, and establishes examining flow and product relationship model. 
Document management module is used for drawings browse, document query, 
version management, document referring, and downloading. Drawings approval 
module can provide effective examination flow control, drawings browse, annotation 
and associated model query. Collision management module manages every part’s 
interface dimension to insure its assemblability. 

4.5   Product Lifecycle Management 

The platform is integrated with the internal information system of the enterprise, and 
makes use of the returned information in processes of product design and 
manufacturing, parts inventory management, sales management, and after-sale-
services. These help establish client repository and product repository, maintain the 
related databases, and realize the total management of databases of products and parts. 
Through the platform and its service management system, a manufacturing enterprise 
can find services providers and parts suppliers easily; and parts suppliers can also 
monitor their parts and reclaim the used parts to manage the used ones efficiently. So 
the platform has been the hinge of enterprises and parts suppliers and services where 
the business information can be exchanged, thus we can support the lifecycle of 
products and parts. 

5   Design Technology Based on Knowledge[11][12] 

A cooperative design system is first a system which supports cooperative “design”. 
Due to a long time commercial consideration, CAD technology emphasizes on the 
system’s all-purpose, but ignores character of the designed object, design process, and 
the Web technology functions on increasing the design level and efficiency. Thus, 
traditional CAD systems mainly focused on modeling of parts, lacking effective 
supports for product design. It makes the input data massive, and operation steps 
complex. Furthermore, it cannot directly relate the parts model with the assembly 
model. The model becomes very complex and is difficult to maintain. It cannot 
effectively solve design problems about layout and connection and coordination of 
parts during conceptual design phases. 

Product design is a complex process which is summarized by knowledge 
accumulated for many years. We can see that: (1) Practical product design process is 
not a design process which begins with lower level geometry model. Designer has 
some concept in the earlier stage of design. The concept is the consequence of special 
field thought pattern, which guides the whole design process. (2) In the process of 
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design, the product structure design parameters which the experts concern for having 
their special meanings. These parameters are the results developed in special fields 
after a long time. Thus they always cannot be expressed clearly by geometry model. 
(3) Product design is itself a morbid construction. It cannot be modeled by full 
formulas. A design process is not a pure logical process. The design knowledge and 
experience are also very important. 

5.1   The Structure of Product Object Model 

Attributes of a product are themselves infinite, but the people’s knowledge about 
them is finite. Design process oriented system needs design parameters that experts 
are concerned. If S denotes a certain state of the structure, X shows its attribute, as 
follows: 

 (1) 

Where t denotes time, Xj(ti) is the state of Xj at some time, i shows an operation exert 
on state Si which brings about a state transfer, and  shows the aggregate of all 
operations.  

 (2) 

 (3) 

Meantime, whether engineering structure or operations exerted on state will be 
restricted, there are constrains on attributes and operations. If we use  to denote the 
operations which satisfies the algorithm, Vi shows value field when Xi is restricted by 
a variable, then state model of engineering structure is defined as: 

 (4) 

Where Ss shows preliminary state of the design, So shows objective state of the 
design, Df shows function description with the design object, Kw shows knowledge 
exerts on object, and Rp shows formation pattern of design object. Then, design object 
Oj is represented as follows:  

 (5) 

5.2   Engineering Knowledge and Expression 

Engineering design knowledge is closely related to specialized domains, and the 
characteristic of engineering thought modes and engineering data should be taken into 
account. There are many types of engineering knowledge. From logic aspect, it can be 
divided into design object properties and relations, object development rules and 
design controlled-process knowledge, skills or experience knowledge, design  
common sense, and design knowledge management strategies, etc. From the aspect of 
knowledge property, it can be divided into static knowledge, which describes design 
object, and dynamic knowledge of design process. From the aspect of gaining access, 
it can be divided into example knowledge, engineering criterion knowledge, design 
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experience knowledge, etc. The author has developed an engineering design 
knowledge representation system described in [12]. 

5.3   Product Design Process Modeling 

Product design problems are complex. When generation mode system is used to solve 
these problems, the designs usually cannot be completed because of the problems’ 
overall scale. Therefore, the author proposed using the Programming-controlled Two-
stage Design Theory to complete the CAD system’s development. The programming 
is a kind of decomposed technology, and through decomposition, products design 
forms hierarchical structure which consists of parent classes and child classes. The 
design process of the second stage is a target searching process. Thanks to the first 
stage design, it is considered that the searching process is completed in the most 
possible solution-obtained state, making the searching process easier. 

(1) Initial solution of  the general design. 
For the general design, the first process is shown as in formula (6). 

 (6) 

 is a transform operation and D is the initial solution. 

(2) Initial solution of the creative design 
Pre-defined object cannot meet the design requirement directly in the creative 

product design, a part of it has surpassed the design space defined by the object 
model, which needs improvement and expansion. Creative design needs model 
matching. Further improvement and expansion are needed in object class knowledge, 
design method, application goal, etc., which enable the creative design to meet the 
requirements of the new problems. 

 (7) 

 (8) 

 (9) 

 (10) 

 (11) 

5.4   Cooperative Design Based on Knowledge 

Based on the product object model and design process model discussed above, the 
knowledge-based cooperative design system must be supported by “product 
database”, “design model database”, and “design knowledge base”. The three 
databases are composed of design objects which can be used to describe products and 
support designs. Combined with these, based on the above formulas from (1) to (6), 
knowledge management system, knowledge solution system, and knowledge search 
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engine are developed to finish the knowledge-based cooperative design. Then we can 
achieve the design of knowledge-based cooperative system. The following aspects are 
considered: 

(1) Deduction based on project instance-class knowledge: After analyzing the entire 
instance model, we can deduce the particularly designed parameters with some 
characters we know. This method is used to build multi-layer evaluation model 
with fuzzy matching model and fuzzy evaluation model, and we can match the 
programs of the whole project with the relation programs of instance in 
knowledge storage. 

(2) Deduction based on project-language class knowledge: we can build integrity 
project-language knowledge model and then establish project-language 
knowledge, and with these develop project-language deduction engine. Thus we 
can express and deduce all kinds of project knowledge and expert’s experience-
knowledge. 

(3) Deduction based on project data-table class knowledge: with the building of 
known area, conclusion area, and notation area, we can deduce the related design 
parameters by using the known conditions and the attributes of the data-table. 

6   Conclusion 

Based on the discussions above, Southwest Jiaotong University and the Advanced 
Productivity Center of Manufacturing Information of Sichuan have built a cooperative 
design platform, and achieved the integration with the Chengdu-Deyang-Mianyang 
Networked Manufacturing and ASP Platform. Chengdu-Deyang-Mianyang 
Networked Manufacturing and ASP Platform includes the cooperation center of 
manufacturing product chain, resource-configuration center, technology-support 
center, information center, and management center. Here resource-configuration 
center achieves the classification management of the resources, the integration and 
sharing of the software resources, the optimized and technical resource integration of 
equipment resources; the cooperation center of manufacturing product chain achieves 
the cooperative relation of the main manufacture enterprise and their suppliers, 
dealers, and service stations. 

The cooperative design platform has become the important part of the center of 
manufacturing cooperative chains. With this platform, we have achieved the 
cooperative system in some motor manufacturing, for example, WANGPAI Motor Inc. 
of Chengdu and YUNNEI Engine Dazhou Motor Inc. The management of 
manufacturing and parts suppliers, product dealers, service stations have also been 
built. 

The clients’ network customization can be implemented by the platform through 
issuing configuration information of products and providing products configuration 
models online. The platform supports the customized management of products 
through its integrating inner information system with the enterprise: taking into 
account the user’s requests and production plan; supervising the process of design, 
manufacturing, in/out storerooms of products and referring users. Fig. 4. shows the 
customized motor model of Chengdu WANGPAI Motor Inc. 
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Fig. 4. Shows motor customized model               Fig. 5. Management of the parts center 
      of Chengdu WANGPAI motor Int 

 

Fig. 6. Production line of assembly chart based on platform 

We have built customer repository and product repository on this platform. Using 
these repositories, we achieved the matchmaking of the customers and suppliers of 
parts and services. During the service program, the suppliers can reclaim used parts. 
Fig. 5 is the management of the parts center. 

We have also designed the program management, the document management, the 
checkup graphic management, and the conflict management, and thus we can sort 
products, parts, and any other standard components. We can also use this platform to 
browse graphic models, check out documents, manage systems, control processes of 
testing and approving, and check out document annotation and relation model.  Fig. 6 
shows the production line of assembly chart based on this platform. 
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Abstract. Online configuration for products in the distributed and dynamic 
computing environment motivates the demand for semantic based cooperation, 
which takes place in the supply chain under B2B situation. Traditional stand-
alone knowledge model of configuration systems does not meet the new re-
quirements. We propose a multi-ontology based solution. The core idea of this 
paper is to take the process knowledge of distributed systems into considera-
tion, which supports the integration among distributed configuration systems. 
Furthermore, the process model provides possibility to optimize solutions for 
configuration problems. OWL is used as modeling language in order to utilize 
potential benefits of current Semantic Web technology.  

1   Introduction 

Configuration service calculates product variants, which fulfill customer requirements 
as well as technical and non-technical constraints on the product solution. Due to 
highly specialized economy and rush for supply chain integration by Web-based pro-
curement, joint configuration by multiple business partners is becoming a key enabler 
of the mass customization paradigm [1]. Many research and commercial configuration 
systems have been developed. Previous developed systems, like R1/XCON [2][3], are 
rule based. This approach requires the rule database to grow with products involve-
ment, and can lead to huge, barely manageable systems. For this reason, rule-based 
configuration is currently losing ground to model-based systems. The main assump-
tion behind model-based systems is the existence of a system’s model, which consists 
of decomposable entities and interactions between their elements. Model-based sys-
tems possess the advantages of enhanced robustness, enhanced compositionality and 
enhanced reusability [4]. There are several model-based approaches to configuration, 
such as logic-based approach, resource-based approach and constraint-based ap-
proach. Typically, the stand-alone knowledge models of these systems do not meet 
the new requirements imposed by online configuration in a Web of cooperating prod-
uct and service providers. Several configuration tools [5][6] had been deployed on the 
Web. However the major obstacles to incorporating configuration technology in 
eCommerce environments are not addressed: 
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- Distributed and dynamic computing environments: Due to the frequent re-
constructing of the network infrastructure, appearing and disappearing of sup-
pliers, and cooperating privacy reasons, a simple solution with one single cen-
tralized knowledge base and problem solver is impossible. 

- Heterogeneity of configuration knowledge mode: Local configuration systems 
use different knowledge representation languages to model the configurations 
knowledge in syntax, use different ontologies to express the semantically same 
concept in the model, and employ some specialized solutions for their task’s 
characteristic. 

The emerging semantic web technology, which aims at improving the “semantic 
awareness” of computers connected via the Internet, provides a platform for the dis-
tributed configuration systems of multiple suppliers to collaborate on products and 
services. Our goal is to utilize semantic web technology to facilitate the development 
of configuration in the aspects mentioned above, which will be crucial to the success 
of distributed configuration systems. A framework is proposed to build the configura-
tion system on the semantic web [7]. Compared with the framework proposed in [7] 
and different from existing configuration models [8][9], this paper takes the process 
knowledge into consideration. Process model is essential for distributed configura-
tions cooperation. Furthermore it also provides possibility to optimize solutions for 
configuration questions. Multileveled ontology approach is employed to model the 
knowledge of the varied configuration services. Multileveled ontology divides the 
knowledge of configuration system into general level and domain specified level, as 
shown in Figure 1. Through the general level ontology, local systems even with het-
erogeneous models can realize information sharing and integration. 

 

Fig. 1. The general ontology 

2   The Generic Ontology Level 

An ontology is an explicit specification of a conceptualization [10]. Therefore it is the 
couching of knowledge about the world in terms of entities (things, the relationships 
and constraints holding among them). Typically, an ontology contains hierarchical 
descriptions of important concepts in a domain, and describes crucial properties of 
each concept through an attribute-value mechanism. Additionally, further relations 
among concepts may be described through additional logical sentences. Finally, indi-
viduals in the domain of interest are assigned to one or more concepts in order to give 
them proper type. Through defining the shared and common domain theories,  
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ontologies help to communicate concisely—supporting semantics exchange, not just 
syntax exchange. Built on top of them, a higher-level ontology (with complex logics 
and the exchange of proofs to establish trust relations) will enable even more power-
ful function. In order to define a unified configuration model, we extract a set of ge-
neric concepts from the configuration models defined in [8][9] and build a generic 
ontology which provides the formal vocabulary to specify the configuration model of 
the next level: application domain oriented configuration ontology. Concepts in the 
generic ontology can be divided into three parts: 

- Conceptual Knowledge Objects in the application domain are described by means 
of concepts. Concepts are represented through a name and their properties (i.e., 
parameters and relations to other concepts). Taxonomic structuring is achieved by 
specializations. Compositional structuring is described by aggregation (i.e., part-
of). Restrictions between multiple concepts and their properties are expressed by 
means of constraints or rules. 

- Procedural knowledge about the configuration process describes the ordering and 
execution of configuration decisions, the focus on particular concepts and conflict 
resolution methods. In this paper, process ontology is described in detail. 

- Task specification describes the configuration goal. This specifies the demands a 
created configuration instance has to accomplish. The goal, which is put for-
warded by client, may be functional requirement or structure of product. But the 
configuration instance is always described by the components, which construct 
the desired product. So the mapping from product structure to the function is 
needed. And in the generic ontology we must take concept of function and the 
mapping into consideration. 

Following concepts are the basic parts of the generic ontology: 

- Components. They represent parts the final product can be built of. Components 
are characterized by attributes that have a predefined domain of possible value. 
We classify components into complex components, atomic components and con-
crete components. Atomic components are the basic building blocks of configu-
rations; complex components are structured entities whose characterization is 
given in terms of subparts which can be complex components in their turn or 
atomic ones; while concrete components refer to the entities whose attribute val-
ues are all from concrete domain, like number and string, which are the abstract 
descriptions of data structure. 

- Functions. They are used to model the functional structure of an artifact. Similar 
to components, they can be characterized by attributes and can also be classified 
into complex functions and atomic functions. There exist bear and dependency 
relationships between components with functions. 

- Resources. Parts of configuration problems can be seen as resource-balancing 
tasks, where some of the components or functions produce resources and others 
are consumers. Uints serve to measure quantities of the same resource type. For 
clearly defining the amount of resources and calculation, units ontology also is a 
subpart for the general configuration. There exist consume and produce relation-
ships between components/functions with resources. 
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- Generalization. Components/functions/resources with similar structures are ar-
ranged in a generalization hierarchy, i.e., is-a relationship between compo-
nent/function/resource. And, generalization relationships are not hold among re-
sources, functions and components. 

- Aggregation. Aggregations between components/functions represented by part-of 
relationships describe a range that how many subparts an aggregation can consist 
of. But it needs to note that the aggregation relationship holds only when the as-
sociated components/functions can be composed to a new one, which owns dif-
ferent attributes from its members. For example, the part-of relationship holds be-
tween a computer and its sub components because a computer has the processing 
power that is only the whole computer holds.  

- Ports. In addition to the amount of different components, the product topology 
may be of interest in a final configuration, i.e., how the components are intercon-
nected with each other. In the definition of component, the attribute which refers 
to other component of the product is connection or port, which describes the rela-
tionships between components. Connections and ports are the important attributes 
between components. To describe whether the connections/ports attributes must 
be filled by other components in the configuration, we use the meta attribute op-
tional/compulsive to express this knowledge. 

- Constraints. In a complex product, some types of components cannot be used 
together or must concurrently appear in the configuration instance. Because this 
relationship cannot be elegantly described by connections/ports, we use sets of 
constraints to specify it. 

So far, we have defined the basic concepts to describe knowledge of products and 
tasks, which reflects the static state aspect in the configuration model. Next we will 
discuss the dynamic part: the configuration process itself. 

3   The Configuration Process Ontology 

To achieve the integration between distributed configuration systems, two problems 
need to be solved: (1) how to efficiently discover co-configuration agents based on 
functional and operational requirements; (2) how to facilitate the interoperability of 
heterogeneous cooperators. Within the context of the emerging semantic web and the 
developing of workflow technology, we argue that configuration process ontology is 
needed. Specified based on Semantic Web Service ontology [11], the process ontol-
ogy defines the common used concepts for configuration process, as show in Figure 2. 

3.1   Distributed Configuration Process Analysis 

An execution of a configuration task can be considered as a workflow, where the 
valid requirements specification (RS) is the input and a satisfied configuration in-
stance (CONFI) is the result worked out through the problem solving subsystems. So 
a local configuration problem (index by “i”) can be described by a triple (DDi, RSi, 
CONFIi), where DD represents the domain description, which includes the multilevel 
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Fig. 2. Process ontology 

Table 1. Process control structure 

Process Control Structure Execute a list of process in a sequential order 
Sequence Execute elements of a bag of processes con-

currently 
Split Invoke elements of a bag of processes 
Join-Split Invoke elements of a bag of processes and 

synchronize 
If-Then-Else If specified condition holds, execute “Then”, 

else execute “Else” 
Unordered Execute all processes in a bag in any order 
Choice Choose between alternatives and execute 
Repeat-Until Iterate execution of a bag of processes until a 

condition holds 
Repeat-While Iterate execution of a bag of processes while a 

condition holds 
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configuration ontology; RS represents the requirements specified by clients or other 
cooperators; CONFI is described by the assertions whose predicates symbols are in 
the concept set in application domain ontology. According to [12], in the general 
cooperation procedure of distributed configuration systems the communication mes-
sages have the following signatures: Requestk

no(CONFIsi ), the configurator “k” re-
ceives the configuration CONFIsi and checks if it is locally satisfiable. “si” denotes 
the search depth of the general procedure and “no” counts the interaction cycles.  

- Replyk
no(CONFIsi+1). Configurator “k” communicates the configuration result 

CONFIsi+1 in reply to Requestk
no(CONFIsi ) back to the facilitator. CONFIsi+1 is 

a valid local configuration of configurator “k”. 
- Conflictk(CONFIsj). With this message the configurator “k” alerts the facilita-

tor that CONFIsj is not satisfiable with its local knowledge base. 
- Add-conflict(C). Once the facilitator is alerted with a conflict message, it 

broadcasts this conflict C to all configuration agents. That is then negated and 
added to their local system requirements RS. 

First, the configuration instance assertion sets are initialized and the facilitator 
agent distributes the non-empty sets of RS to the configuration agents. Then the facili-
tator starts the problem solving process by broadcasting Requestk

1(CONFI0 ) to each 
recipient of a non-empty RSk and awaits Replyk

1(CONFI1) or Conflictk
1(CONFI1 ) 

messages from these cooperating agents. If there exists a local agent replying with a 
Conflictk(CONFIsj) message the facilitator will chose a conflict resolution strategy 
which needs to send message Add-conflict(CONFIsj) to local agents and backtracks 
by demand another reply to Requestk

no(CONFIsj-1 ); Else, after collection of replies the 
facilitator unifies the locally completed results and broadcasts them to local configu-
rators with a Requestk

1(UkCONFIk
si ) message. The procedure repeats until terminated 

either with a valid solution or the systems detects that there exists no solution. This is 
only a rough process for the configuration task. To realize a practicable system, we 
still need both the ontologies of process structure and process control structure. 

3.2   Configuration Process Ontology 

The process structure ontology describes a configuration system in terms of its inputs, 
outputs, preconditions, effects and its component sub processes. Process control on-
tology describes each process in terms of its states, including initial activation, execu-
tion, and completion. We expect the configuration process ontology to serve as the 
basis for combining a wide array of distributed configuration services, and process 
control ontology to serve as the basis for the facilitator to use other workflow tech-
nologies, such as Petri-net, to get plan the problem solving task optimized and more 
effective. In developing the ontology, we drew from a variety of sources, especially in 
the emerging standards in process modeling and workflow technology such as the 
NIST’s Process Specification Language (PSL) [13]. The primary kind of entity in the 
configuration process ontology is unsurprisingly a process. A process can have input 
message representing the requirement or notice submitted by cooperators or clients, 
output message representing the answer message in responding to input message. 
Besides inputs and outputs, there can also be precondition, which must be held for the 
process to be invoked. To describe the modularization of configuration process, we 
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distinguish between atomic and composite configuration processes. Atomic processes 
are directly inviolable, have no sub processes, and are executed in a single step from 
the perspective of the facilitator. Composite processes are decomposable into other 
processes or simple processes. Their decompositions are specified by using control 
constructs such as sequence and if-then-else. A composite process must have a com-
positive property by which the control structure of the composite is indicated. Each 
control construct, in turn, is associated with an additional property to indicate the 
ordering and conditional execution of the sub processes of which it is composed. For 
instance, the control construct, sequence is to associate the main process with a list of 
sub-processes which are to be executed orderly. 

4   The Architecture of Configuration System 

As shown in Figure 3, the architecture includes three modules: configuration process 
editor, configuration service composition, and distributed configuration executor. 
Cooperative configuration activities often involve constructing a workflow which  
 

Configuration Process
Editor

Configuration Service
Composition

Distributed
Configuration

Executor

Candidate
Services

Process
Specification

Service Publication

Costumer
Requirments

Business
Police

Domain Expert
Knowledge

Local Configurator

Configuration
Ontology

HTTP/ SOAP

Cooperate
Configurator

Cooperate
Configurator

Cooperate
Configurator...

Supply Chain

Configuration
Service Description

 

Fig. 3. The architecture of distributed configuration system 

assigns subtasks among the whole supply chain. The workflow design is presided 
over by the sponsor of the supply chain. According to its own business polices, cli-
ent’s requirement and domain expert’s knowledge, and guided by the process editor’s 
graphical interfaces, sponsor designs the workflow for the configuration activities. 
The result of the design is a detailed process specification, which grounds on the basic 
concepts from general configuration ontology and domain ontology. As the instance 
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of up level configuration process ontology, it is described by OWL [14] document. 
Based on XML and RDF syntax, OWL is widely adopted as Semantic Web modeling 
language for ontology development. 

 

Fig. 4. Computer components ontology 

Taking process specification as inputs, the configuration service composition 
searches for suitable services, which are published by candidate cooperators. Services 
composition is based on the semantic matching among process’s inputs and outputs. 
The logic base of OWL is description logics (DLs). Therefore the DLs reasoning 
engine—Racer [15] is used to retrieve sub-configuration services automatically that 
match the semantic of sub-process specification in the OWL documents. External 
agents can use the outcome of reasoning engines to select a configuration service with 
respect to the whole configuration task. But for some complex products or services, 
where all the knowledge needed for configuration cannot be captured explicitly, on-
tology-driven reasoning proves inadequate. So service composition module provides 
the interface for the expert to intervene the service composition procedure.  

After all the cooperators and their services in the supply chain are decided, the dis-
tributed configuration executor invokes all the sub-configuration services  
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synchronously. And the distributed configuration algorithm is running at the sponsor 
site. Mediation messages are transmitted through the HTTP protocol. 

5   Application Example 

For comparing with the work which other researchers have done, we also introduce 
our framework of distributed configuration systems by presenting a motivating sce-
nario from the customized personal computer (PC) selling. For a computer, besides its 
basic functions, a set of extended customized functions can also be obtained on the 
customer’s will. The customer can choose among various constraints. Different sub-
sidiary companies or the third parties usually provide these services and their parts, 
while the customer wishes to order a completely configured PC solution. The sponsor 
(local configurator) possesses strong mediation service enabling distributed configu-
ration services to cooperate. 

 

Fig. 5. The specified configuration process ontology 

We employ the intermediate level ontology as the logical configuration theory 
which complies with the class, inherit, part, associations, dependencies and different 
kinds of constraints as basic configuration domain specific modeling concepts. The 
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ontology is common to all kinds of configuration problems, and provides the upper 
level knowledge for the specified ontology of PC configuration system. 

The ontology includes two views of the same personal computer configuration 
model. One is the product structure model, which delineates the component parts and 
relations between them. The other is the function structure model that describes the 
product or service from the function viewpoint. Using the function structure model, 
we can provide the satisfactory configuration service solely according to the simple 
and non-professional function requirement of clients. Afterwards, by using translator 
these implementation independent models are translated into proprietary knowledge 
base of problem solving engines, such as Racer. 

 

 

Fig. 6. The interface of the configuration system 
 
Local configuration process ontology offers business the opportunity to reach po-

tential clients like never before through dynamic matching of providers with request-
ors. Every participant in a dynamic supply chain has its local business policy and 
plays different roles in different supply chains. For example, company “A” has double 
roles in a supply chain: one is that it sells finished PCs through their web interface as 
leader to manage the supply chain; the other one is that it is also a parts supplier. It 
gets business profit mostly through the distribution of motherboard and CPU. PC 
configuration service is a way of sales promotion for PC components, so company 
“A” design two configuration process models. One is for PC part selling, the other for 
a composing process for describing how company “A” organize a supply chain which 
will take the benefit of company “A” into consideration first. PC part selling can be 
modeled as an atomic process that takes as input communication message about the 
requirement proposed by clients or other cooperators, and replies with a description of 
the specified type of these components or conflict message. The other one is the com-
posite process ontology. It describes the procedure which is designed by company 
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“A”. Company “A” takes the whole configuration process divided into three atomic 
processes, which will be executed by the schedulers corresponding to process control 
structures. 

6   Conclusion 

Our proposed framework is based on the work of CAWIMOS [6] and takes a further 
step to take the process knowledge of distributed systems into consideration, which 
supports the integration among distributed configuration systems. We utilize the Se-
mantic Web service as a platform to obtain the reuse of available configuration prob-
lem solving system. This paper demonstrates how to apply Semantic Web technolo-
gies to support the integration of configurable products and services in an environ-
ment for distributed problem solving. The OWL based configuration service descrip-
tions binding with the current standard are used to build the configuration Web ser-
vice architecture. However the vision of the semantic is still under development and 
many details of realization are left for further research. The sponsor of the distributed 
configuration systems is in charge of the alliance of the supply chain, but how to 
automatically select partners in eCommerce setting is still an open issue. 
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Abstract. A Web-enabled environment (WEE) for online collaboration has 
been developed which combines appropriate communications and interconnec-
tivity tools to allow designers to interactively communicate over the Internet in 
real time, regardless of their IT platforms. The detailed structure of the WEE is 
presented, followed by description of the key techniques for online collabora-
tive design within the WEE: remote execution of large size executable pro-
grams, data file exchange between different CAD systems, and data sharing in 
real time with distant users. 

1   Introduction 

As the Internet becomes more reliable and widespread, it offers the possibility to en-
able rapid collaborative product design and manufacture between partners almost re-
gardless of their geographical locations. Much research has been undertaken to 
achieve this aim using Web-based distributed collaborative environments and related 
technologies with some, albeit limited, success.   Name and Eaglestein listed the tools 
for a distributed environment [1], Roy et al reported the development of a prototype 
Web-based collaborative product modeling system [2], Adapalli and Addepalli de-
scribed different ways of integrating manufacturing process simulations by mean of 
the Web [3], Kim et al developed a system to store STEP data in an object-oriented 
database and covert STEP data into VRML data [4], Huang et al studied the Web 
techniques that can be used for developing collaborative systems [5], Chen et al in-
vestigated into a network-supported collaborative design over the Internet/Intranet 
based on dynamic data exchange [6,7], and Lee et al presented a Web-enabled ap-
proach for feature-based modeling in a distributed design environment [8]. The au-
thors’ research team has been actively involved in this area, for example, Su et al 
conducted research in network support for integrated design [9,10,11], and developed 
a multi-user Internet environment for gear design optimization [12,13,14]; Hull et al 
developed a software tool for collaborative design and manufacture over the Internet 
[15]. 

The processes of design, analysis and manufacture are increasingly requiring very 
specialised expertise, and may be performed on sites which are distant from each 
other. The communication of the wealth of relevant engineering information required 
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between such sites is limited at present in that the data transfer speed can be slow and 
the hardware and software platforms at each site must be compatible. In order to 
overcome the limitations, this paper presents a structure for a Web-enabled collabora-
tive environment which combines appropriate communications and interconnectivity 
tools to allow designers to interactively communicate in real time, regardless of their 
IT platforms. 

Nowadays, product design data is not only managed by the design and production 
activities [16] but also used in the later stages of the product life cycle [17], which is 
important to obtain the agility in manufacturing required to improve the competitive-
ness of companies [18]. The technical data associated with products are different from 
business data since complex semantics are required, which thus make it very difficult 
to exchange between different design systems [19].  

To meet the challenges mentioned above, a Web-enabled environment and associ-
ated techniques have been developed by the authors for geographically dispersed de-
signers to collaborate online. In the following sections, the Web-enabled environment 
is presented first, followed by two associated techniques: remote execution of large 
size programs/packages and Web-enable collaborative CAD.  

2   The Web-Enabled Environment 

The Web-enabled environment (WEE) addresses the issue of Internet connections and 
communications. Its main objective is for the teams/enterprises geographically re-
motely located to collaborate in design and manufacture with the aid of the Internet 
and related techniques. Therefore, it is essential to establish an effective means for 
communication over the Internet. To achieve this, the WEE for collaboration is de-
veloped. 

2.1   Features of the WEE 

To develop the WEE, it has to be considered that the partners are not only dispersed 
geographically but may also work with different platforms, operating systems, proto-
cols and languages. The currently existing ICT tools/systems in this field can address 
some aspects, such as accessing remote databases, invocation to the remote processes 
or sharing and integrating of multiple data resources, which are not enough for an in-
tegrated heterogeneous environment. As a large heterogeneous platform for collabora-
tion and integration over the Internet, the WEE has the following features: 

(1) Scalability -- The system architecture can accommodate any growth in future 
load such as new computer processors and/or architectures and tools.  

(2) Openness -- The system can be easily extended and modified. Any new compo-
nents integrated in the system can communicate and work together with some of 
components that already exist in the system.  

(3) Heterogeneity -- The system is constructed using different programming lan-
guages, operated on different hardware platforms and obeys different protocols. 
Heterogeneous components have to communicate with each other and be interop-
erated.  



 Online Collaborative Design Within a Web-Enabled Environment 213 

(4) Resources access and inter-operation -- Resources including software and data 
should be accessible to, and operated by, all partners.  

(5) Legacy codes reusability -- Existing applications can be integrated seamlessly to-
gether with a new application without code-rewriting and can be interoperated 
with each other. The reusable components enable efficient development proc-
esses and reliable application systems. 

(6) Artificial intelligence -- Artificial neural networks, fuzzy logic and genetic algo-
rithms are utilized for the control of process and conflict checking.  

The combination of all the above to provide a robust tool for Web-based collabora-
tive environment for design and manufacture is a novel contribution of the research.  

2.2   Three Tier Architecture of the WEE 

The Web-enabled environment presented in this paper is constructed based on the 
CORBA (common object request broker architecture) technology, because CORBA 
provides an excellent communication mechanism between client and server. The envi-
ronment consists of three tiers: A User tier, a Web server tier and an Application tier 
as shown in Figure 1. 
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Fig. 1. Architecture of WEE 

Each tier has the following functions: 

(1) User tier—Valid customers of the WEE are allowed to visit HTML or XML 
pages located on the Web server tier over the Internet. The user needs to know 



214 D. Su, J. Li, and S. Ji 

only how to use the graphic interface and does not to have to be aware of the 
technical details behind this. 

(2) Web server tier—This consists of graphical user interface, CORBA agent object 
and intelligent control of virtual design systems. 

− The user interface includes the whole activities flow according to the design and 
manufacturing process and Web service tools. All these Web pages contain the 
inside linkage to the CORBA agent objects. 

− CORBA agent objects are in charge of linking and finding the essential CORBA 
agent objects associated with the remote applications or software and activating 
them and retrieving the results. Through CORBA all the components, including 
applications, software or objects dispersed on the remote heterogeneous sys-
tems, can be encapsulated into the objects that CORBA agent objects can man-
age and find. Therefore the components amongst different partners can be 
found, shared and interoperated by each other.  

− The artificial intelligent control is being accomplished by employing artificial 
neural networks, fuzzy logic and genetic algorithms for the intelligent control of 
the whole process of design and manufacture. It includes the CAD/CAM con-
nection and feature recognition, intelligent distribution with neural networks, in-
telligent scheduling using GA and virtual and evaluative activities. 

− In addition there are synchronous and non-synchronous communication. 
(3) Application tier—This tier consists of a number of applications and tools needed 

to implement the design and manufacturing, and services that will be provided by 
CORBA objects. These applications may be dispersed geographically and also 
written in different languages, work on different platforms and operating systems, 
and are encapsulated into components that the CORBA agent can find. The inter-
face of each application, mapped into a CORBA agent object, is separated from 
the implementation written in respective languages/packages that a partner pre-
fers to use. All these applications consist of different large computing programs, 
various kinds of PDM, CAD and CAM software, accessing and searching appli-
cations for backend database resources such as SQL, DBMS or JDBC, and other 
resources from customer services.  

2.3   Development of the WEE 

In order to implement the integration and collaboration amongst the partners, the en-
vironment has to be provided with the following modules: 

- Integration of application 
- Communication and interoperation between partners 
- Unifying graphical user interface 
- Intelligent process management  

The user interface is developed mainly in Java combined with other appropriate 
Web technologies. Applications necessary to the design and manufacture are imple-
mented by all the partners using their own systems, which will ensure the use of het-
erogeneous systems.  

Integration of applications without rewriting legacy codes is one of the key issues on 
which the environment being developed is based. CORBA is an open, vendor-neutral, 
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middleware standard that allows the proliferating number of hardware and software ap-
plications to communicate with one another using heterogeneous systems. CORBA is a 
complete distributed object computing framework to extend applications across net-
works, languages, component boundaries and operating systems. Distributed collabora-
tive systems which are constructed based on CORBA/Java have features such as high-
performance, scalability, maturity, inter-operability, support for legacy systems and ease 
of development. This research utilizes the object technology CORBA, Java and other 
technologies in the development of the Web-enabled environment.  

3   Effective Remote-Execution of Large Size Programs/Packages 

In order to achieve best product design and low production costs, some large-sized 
programs, such as design optimisation and finite element analysis software, are often 
used in the design phase of product development. Usually, such programs/packages 
are time-consuming in computation and may not be valid to download due to software 
copyright, or due to their large size and the limited network bandwidth. To remotely 
execute such software in an effective way in order to conduct on-line collaborative 
design within the WEE, an approach has been developed which is presented below.  
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Fig. 2. Remote execution environment based on Java Servlets 

3.1   Application of Java Servlets Technology in the System 

Java Servlets technology is applied to remotely execute a large sized program over the 
Internet and to improve the execution speed within the WEE. The executable program 
is located and executed on the server-side and the results are sent to the client-side af-
ter the completion of the program. To accomplish this, a combination of Java Serv-
lets, HTML, JavaScript, Java, HTTP protocol and multi-user environment are utilized.  

The structure of the system is shown in Figure 2. The user on the client side inputs 
the parameters of the program via the input interface in the HTML page. Then these 
parameters are sent to the server, which calls the Servlets located on the server. When 
the user clicks on the submit button on the HTML page, a Servlets program is acti-
vated by the HTML code. It parses the parameters and writes them into the input files 
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and invokes the executable program which is located on the server. When the execu-
tion is completed and output files are created, Servlets return the results to the client.  

3.2   Application of CORBA Technology in the System 

CORBA technology is used to provide a better solution for this remote execution en-
vironment. The CORBA’s ORB (Object Request Broker) is utilized as the communi-
cation bus for all objects in the system. It enables objects to transparently make re-
quests to---and receive responses from---objects located locally or remotely. The 
client is not aware of the mechanisms used to communicate with, activate, or store the 
server objects.  

The IDL (Interface Definition Language) is used to define interfaces in CORBA. 
An IDL interface file describes the data types and methods or operations that a server 
provides for implementation of a given object. IDL is not a programming language; it 
describes interfaces only, but has no relation to implementation. The IDL can be 
mapped to various programming languages, including C, C++, Smalltalk Ada, 
COBOL and Java.  

Figure 3 portrays the architecture of the remote execution environment where  
CORBA is used as Middleware for the interface between the client GUI written using 
Java Applet and executable programs such as C/C++ applications distributed on the 
Web. ORB helps to turn a local application (distributed) into the Web-based object, so 
that it can be accessed over the network such as the Intranet, Entranet or Internet.  
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Fig. 3. Architecture of WEE 

 

The client GUI (graphical user interface) captures any user input, and then it uses 
the CORBA software component, called the ORB, to transparently invoke and pass 
the parameters to the executable program at the application server. The results of exe-
cution are then passed from the server back to the client GUI. 

4   Web-Based Collaborative Computer Aided Design 

In an advanced manufacturing model, all sorts of efficient processes have a close rela-
tionship with the geometric model of product, which is the foundation of the opera-
tion of an integrated design and manufacturing system. Many commercial CAD and 
finite element analysis (FEA) software packages, such as Pro-E, UG, SolidWorks, 
AutoCAD, ANSYS, etc, are widely used in product design and manufacturing.  
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Although all of these programs support 3-dimensional modeling, the data format is 
different in each of them. In the distributed collaborative environment considered by 
this research, a given partner may have different CAD and FEA software from those 
other partners may have. In order to collaborate with each other, it is necessary to im-
plement robust and reliable methodologies for the exchange and sharing of data be-
tween heterogeneous CAD systems.  

To achieve this, a neutral file approach for CAD data transfer and a CORBA 
based approach for CAD data sharing over the Internet are proposed as detailed be-
low. 

4.1   Neutral File Approach for CAD Data Transfer 

Neutral files and neutral file interfaces are needed in order to exchange product data 
between CAD systems. Direct translators exist but the number of required translators 
becomes too large if there are many CAD systems involved in the data transfer. For 
each pair of CAD systems to be able to communicate, two translators are required, 
one for each direction. For a new additional CAD system, several translators have to 
be added to each existing CAD system. Figure 4(a) shows the situation using direct 
translators. When using a neutral file format only one pre- and post-processor is 
needed for each CAD system. When a new CAD system is added, only one pre- and 
post-processor needs to be added. Figure 4(b) shows the situation for data transfer us-
ing a neutral file format. 

 Pro-E 

UG SolidWork

AutoCAD Ansys

Neutral File

Pro-E

UG SolidWork 

AutoCAD Ansys 

(a) (b)  

Fig. 4. CAD data transfer: (a) direct data transfer  (b) using a neutral file 

4.2   Web-Based CAD Data Sharing 

In order to conduct integrated design over the Internet/Intranet within the Web-enabled 
environment, it is necessary to provide an online framework to enable geographically 
dispersed team members to discuss and to modify CAD data simultaneously. 

Using currently available commercial Internet communication software, such as 
Windows Netmeeting, two or more users can share their CAD drawings by remote 
desktop sharing. However, massive bitmap data needs to be transferred across the 
Internet, so that the speed of interaction is greatly constrained by the limited network 
bandwidth. Moreover, such software can only run on the same operating system. To 
solve this problem, a Web-based approach for collaborative computer aided design 
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across different operating systems is developed within the WEE. Figure 5 shows the 
working flow chart for this system. 
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Modelling instructions 
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Fig. 5. Flow chart of CAD sharing system 

To reduce the load on network transportation, this research puts forward a new ap-
proach for real time CAD data sharing. In this new approach, users in different loca-
tions start their own process instance with the same CAD software, and connect to the 
same server by Internet communications that follow CORBA rules. The information 
transferred through the Internet is not the bitmap data, but the design instructions and 
display parameters so that the quantity of the Internet transferred data can be greatly 
reduced and, therefore, the response speed of this proposed collaborative design envi-
ronment increases manifold.  

Assuming partner A is sharing CAD data and collaborating with partner B, when 
partner A develops a model using a particular CAD software, the modelling instruc-
tions and display parameters will be transferred to the server in the meantime, and 
then, from that server to partner B’s computer and displayed using the same CAD 
software. When user B works on the model, the process is reversed. In this way, part-
ners A and B can share their CAD data in real time. 

5   Concluding Remarks 

A Web-enabled collaborative environment has been presented in this paper. The three 
tier structure enables the environment’s advanced features such as scalability, open-
ness, heterogeneity, resources accessibility, legacy codes reusability and artificial in-
telligence. The key techniques involved in the development of the software environ-
ment include CORBA broker for collaboration and remote design using Java Servlets. 

The approach developed for remote-execution of large size programs/packages 
provides an effective tool for remotely accessing software without downloading 
which is beneficial for utilizing the resources amongst geographically dispersed col-
laborative teams. In the approach, a combination of Java Servlets, HTML, JavaScript, 
Java, HTTP protocol and multi-user environment are utilized.  
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Different from existing systems/methods, the Web-based collaborative CAD  
presented in this paper utilises neutral files and neutral file interfaces to exchange 
product data between CAD systems, which has the advantages that only one pre- and 
post-processor is needed for each CAD system. To reduce the load on network trans-
portation, a new approach for real time CAD data sharing is presented. In the ap-
proach, only the design instructions and display parameters are transferred over the 
Internet, so that the quantity of the Internet transferred data can be greatly reduced 
and the response speed increases. 
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Abstract. Distributed synchronous collaborative design and manufacturing is 
considered as an important aspect of collaborative design and manufacturing in 
network environments, and is gaining more and more attention. In this paper, C-
Superman, a Web-Based synchronous collaborative system is presented. Then, 
system implementation mode, system architecture and function modules are de-
scribed. Furthermore, some key technologies such as session communication 
and data transmission, concurrent control and consistency maintenance, coop-
erative awareness in remote environments and load balancing are addressed. 

1   Introduction 

Distributed Collaborative Design (DCD) [1] is a typical application of CSCW in col-
laborative product design and manufacturing. Participants with various domain exper-
tise collaborate with one another under distributed cooperative working environments 
established by multimedia computers and telecommunication networks, and accom-
plish the design and manufacturing of complex products or solve specific engineering 
problems by means of exchanging information and knowledge, thus meet the re-
quirements of global market [2,3]. 

Distributed collaborative CAD/CAM is considered as an important development 
trend of the current CAD/CAM technologies. Distributed collaborative CAD/CAM 
systems are integrated multi-person-machine-task systems. They can help designers to 
share design results and cooperate in the same design region so as to undertake design 
and manufacturing simultaneously and harmoniously. By the working fashions, dis-
tributed CAD/CAM systems can be classified into two categories [4]: (1) distributed 
asynchronous mode; (2) distributed synchronous mode. In the first mode, the coupling 
relationship among collaborators is loose, i.e., the operation of one collaborator is not 
transferred to the others immediately but perceived by them after some time. In the 
second mode, collaborators have close coupling relationship, and real-time communi-
cation and cooperation is prerequisite. Therefore the realization of the distributed 
asynchronous mode is more difficult. 

Based on the CAD/CAM system called Superman2000, developed at the 
CAD/CAM Engineering Research Center of Nanjing University of Aeronautics and 
Astronautics, the authors implemented a Web-Based synchronous collaborative 
CAD/CAM prototype system called C-Superman. The rest of this paper is organized 
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as follows. Section 2 presents the implementation mode of C-Superman. Section 3 
briefly describes the architecture and function modules. In Section 4, some key ena-
bling technologies of this system are discussed, such as session communication and 
data transmission, concurrent control and consistency maintenance, cooperative 
awareness and load balancing. Section 5 presents the development techniques. Fi-
nally, Section 6 concludes the paper. 

2   System Implementation Mode 

Nowadays, under the circumstances of global economy and management, in order to 
start collaboration work, it is inconvenient to install and configure each collaborator’s 
computer because of the immense fluidity and unpredictability of participants in a 
design and manufacturing group. Thereby, a three-tiered model based on 
Browser/Server is adopted in C-Superman. It is a thin client mode [5]. Web browser 
is the only software required for the client side, which eliminates the demand for 
installing and maintaining specialized software on each client machine. Though sim-
ple and inexpensive, this mode can expand the use of CAD/CAM to many people 
without additional network facilities. All the tasks for system development, mainte-
nance and upgrade are completed on the server side; hence the overall cost of system 
implementation is greatly reduced. Collaborators may trigger activities, sub-activities 
and meta-actions continually through “requests and responses”, and then carry out 
tasks within their privileges to form dynamic action chains expressing design and 
manufacturing procedures. 

 
 
 
 
 
 
 
 
 

 
 

 

Fig. 1. Implementation mode 
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application Client Tier, Midst Tier and Resource Tier, is presented. This can sim-
plify the configuration of client side, solve the problem of its flatness and acquire load 
balancing via multi-servers. The implementation mode of C-Superman is shown in 
Figure 1. 

Midst Tier is responsible for almost all the application functions of C-Superman, 
including the generation of dynamic contents, representation and disposal of users’ 
requests, realization of key application functions, implementation of operation rules 
defined, management of data access and business logics. Resource Tier is a back-end 
information system that supports data management. Client Tier provides human-
machine interfaces. 

Web Browser can run on many hardware and software platforms, and through Web 
standards, for instance, HTML, XML, visit the representation logic of Web Container 
and download an Applet as its GUI (Graphic User Interface) to acquire the operation 
logic of Web Container. Web Container coordinates simple front-end and complex 
back-end functions, receives and deals with clients’ requests, and cooperates with 
DBMS via JDBC Pool and distributed transactions. JSP, XML, Servlet, JavaBeans 
and Application actualize the representation logic and operation logic. 

3   System Architecture and Function Modules 

There are two main approaches for the implementation of distributed CAD/CAM 
systems, namely concentration and replication. Concentration is a center-controlled 
architecture following the Client/Server mode. Client side answers for the user’s op-
erations and displays models. Yet, shared objects are placed on the server side. Server 
side generates shared models and broadcasts the results to all collaborators. SPIFF 
system [6] and NetFeature system [7] are the examples of this kind. Concentration is 
simple and may keep the information persistent. Furthermore, it is easy for concurrent 
control, role support and disposal of visiting/accessing authorization. But the problem 
of network load, delay of communication and bottleneck of the central server also 
appear when the number of collaborators increases. 

Replication is not a center-controlled architecture. In the collaborative group, each 
client computer has a set of modeling system and shared objects, and can execute the 
same modeling operation to realize synchronous collaboration. CollIDE [8] and Co-
operative ARCADE [9] are examples of this kind of systems.. The advantages of 
replication are low network traffic and rapid response. However, its system architec-
ture is complex, and its concurrent control is difficult, especially in heterogeneous 
environments. 

C-Superman adopts the concentration approach, supporting heterogeneous envi-
ronments and allowing users to join any time. Consequently the problem of consis-
tency and concurrent control is easily solved. As for heavy network traffic, response 
delay and heavy load balancing, some special strategies will be introduced (for de-
tails, see Sections 4.1 and 4.4). Figure 2 illustrates the architecture and function mod-
ules of C-Superman. 
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Fig. 2. Architecture and function modules of C-Superman 
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- GUI Management Module – providing the circumstance for the interaction be-
tween human and machine, which exempts users from considering whether 
Server or Client implements the concrete functions; 

- Model Display Module – achieving the display of synchronous collaboration to 
reach WYSIWIS; 

- Model Design, Editing and Machining Module – accomplishing the front-end 
operations of design, editing and machining of 3D geometries. 

The main modules of Web Tier are as follows: 

- Communication Module – setting up the connection with Client and Applica-
tion Tier respectively and exchanging data; 

- User Management Module – completing the user’s registration, logon, authen-
tication, password changing, logout, responsibility assignment, privilege man-
agement and the like; 

- Release Module – putting out dynamic messages of collaborative groups on 
the Web to provide references for latter users; 

- Online Help Module – giving help information of design and manufacturing on 
the Web; 

Application Tier has the following modules: 

- Communication Management Module – coding, decoding, analyzing, recon-
figuration, directional transmission of messages, initiative services of Server 
such as establishment and abolishment of connection;  

- Collaboration Management Module – the control center of C-Superman, re-
sponsible for the communication transmission for certain modeling task be-
tween all the clients of a group, session management, concurrent control and 
consistency management; 

- Task Management Module – assigning individual working space for modeling 
tasks; 

- Data Management Module – linking several different databases and managing 
them effectively to prevent unlawful and unauthorized operations; 

- Modeling Module – with responsibility for specific CAD modeling operations 
through the popular geometric engine and then scattering complex geometric 
models into faces and edges to be displayed on Client; 

- Solid Machining Module – responsible for CAM operations, for example, 2D 
contour machining, 3D cavity machining and tool paths calculation of 3D 
coarse or fine machining; 

The modules of Database tier are as follows: 

- User Database – recording detailed information and operation privilege of reg-
istered users; 

- File Database – storing model files, files of tool paths of numeric control ma-
chining, log files and so on; 

- Standard Parts Database – collection of some standard parts; 
- Tool Database – types and parameters of different kinds of tools; 
- Material Database – performance and parameters of parts material; 



226 W. Liu, L. Zhou, and H. Zhuang 

- Collaborative Information Database – recording information like group name, 
operations of users. 

4   Key Technologies 

4.1   Session Communications and Data Transmission 

In C-Superman, star topology is introduced to realize the basic communication func-
tion. Server is the central node and clients are peripheral nodes. Socket connection 
based on TCP Transmission Control Protocol  between server and client  is estab-
lished. It is a bidirectional, ordered flow service without data being repetitive or lost 
(see Figure 3). Central node achieves communication between clients via message 
dispatching. For example, in a collaborative group, if Client A wants to send mes-
sages to Client B and C, it first sends them to Server by TCP connection between 
server and itself, then Server relays them to B and C respectively in the same way. 
Here Server acts as a router. Server makes use of multi-threads, thus can manipulate 
Clients’ requests simultaneously. For the connection appeal of each client, a thread is 
assigned by Server to communicate with it. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Principle of basic communication 
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topological information of triangular surfaces and have the merits of hardware inde-
pendence and cross-platform, if drew by Java3D; (2) the display and manipulation of 
triangular meshes is simple. Moreover, the computation consumption is low. Most 
hardware supports accelerated drawing of triangular meshes; (3) Effective compress-
ing methods can be taken to improve transmission rates of triangular meshes. Net-
work commands are coded as Command / Parameter, which may reduce information 
flow significantly. 

One possible compression way for geometric data sent back to clients is to extract 
information of triangular meshes and scattered points. Each triangle is expressed by 9 
coordinates of 3 points .If float type is used, one triangle needs 72 bytes, of which 36 
depicts vertices and the other for normal vectors, without considering attributes of 
color and textures. This method makes each vertex depicted 6 times, which consumes 
large storage space and increases transport time of modules. One improved solution is 
to express triangles and vertices separately to set up Vertex Spanning Tree and Index 
Sequence. 3 coordinates express each vertex while Triangle Description Table ex-
presses the triangles. Each table item only includes three sequence numbers of one 
triangle. Besides, GZipInputStream and GZipOutputStream are used to compress data 
further. So, the data transferred are reduced greatly and system responses more 
quickly. 

4.2   Concurrent Control and Consistency Maintenance 

Floor control is used in C-Superman. Before sending network commands, collabora-
tors must apply for and obtain Floor. The operations changing geometric models by 
collaborators without Floor will be shielded. Hence their operations will not be over-
lapping so that object handles are consistent. 

The mechanism of arbitration is that one collaborator applies for Floor and then 
Chairman sanctions it or not. The establisher of the collaborative group is Chairman 
entitled to the right of sending network commands. If a collaborator wants to modify 
models, he must request Floor and wait for Chairman to authorize. Once getting the 
Floor, he will replace the latter as Chairman. Accordingly, only one collaborator that 
owns Floor, namely Chairman, exists at a time. By this way, conflicts of concurrent 
operations are avoided.  

4.3   Collaborative Awareness 

Besides the online text discussion, in C-Superman, special real-time audio and video 
subsystem is developed to promote the interaction among collaborators and improve 
cooperative efficiency. 

This subsystem is implemented by JMF (Java Media Frame), which utilizes RTP 
(Real-time Transport Protocol). Detailed discussions are beyond the scope of this 
paper. Here are the general procedures: CaptureDeviceManager firstly judges audio 
and video capturing devices that collaborators own such as microphone, video cam-
era, then initializes them. Secondly, Processor is constituted and output stream is 
obtained. RTPManager transfers video and audio data to Multimedia Server. Thirdly, 
Multimedia Server mixes the audio and video data to construct RTP streams and 
broadcasts them to all collaborators. Finally, collaborators receive RTP streams, sepa-
rate audio and video streams, and play via their own Processors.  
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For the transmission of audio and video data, real time response is more important 
than reliability. So IP multicast is used to save network resources and improve the 
efficiency of network transfers. In addition, default security model does not permit the 
client interface – Applet, to use multimedia-capturing devices. To solve this problem, 
Digit Signature is made to acquire the right of using local audio and video devices.  

4.4   Load Balancing 

The realization of dynamic load balancing mostly resorts to hardware. To small or 
middle-sized datacenters, the cost of buying and maintaining such hardware is expen-
sive. Though agile for control, traditional approaches of load balancing have the fol-
lowing shortcomings: (1) special devices like routers are needed to manipulate re-
quest/response messages between client and server; (2) cooperative servers must lie in 
the same LAN or domain; (3) configuration is unavoidable when adding a new server. 

The main idea of load balancing in C-Superman is to apply several servers to real-
ize dynamic configuration of client accesses [10]. One server provides a public en-
trance to all the clients by which users visit Server. Servlet running on the public 
entrance acts as a reference point of load balancing. According to dispatching condi-
tions, users’ accessing requests are automatically repositioned to other assistant serv-
ers based on Servlet’s characteristic of positioning. Later the assistant server commu-
nicates with the corresponding client. This approach only requires a CAD/CAM ap-
plication copy on each server to interact with GUI downloaded to the client. 

The advantages of this approach are: (1) pure software-based technology with no 
need of special hardware to manipulate messages between client and server; (2) coop-
erative servers may be located in different LANs or domains, thereby share load at 
different networks; (3) it is easy to add a server without complicated configurations, 
so it will not affect existing servers. 

5   System Development Technologies 

The selection of development languages of C-Superman must consider function, 
speed and cross-platform operations. Geometric modeling and transformation that 
emphasizes speed comparatively, is the primary job. C/C++ has advantages in this 
aspect. On the other hand, Java is platform-independent and suitable for developing 
client side modules. Consequently, based upon ACIS - a solid modeling kernel, C++ 
is used to realize complex geometric modeling modules; JSP, Servlet and JavaBeans 
as toolkits for Web Server; Java and Java3D for the development of GUIs; JMF for 
the implementation of multimedia subsystem. JBuilder 7 and Visual C++ are the main 
IDEs for C-Superman implementation. Web Server Container adopts Apache Web 
Server. BEA Weblogic is used for Application Server Container. Database adopts 
Oracle. Microsoft IE or Netscape is the only requirement for clients. 

6   Conclusion 

This paper describes the implementation mode, architecture and main function mod-
ules of C-Superman. It also discusses the key implementation technologies including 
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session communication and data transmission, concurrent control and consistency 
maintenance, cooperative awareness and load balancing. This C-Superman system has 
been validated on the Internet. The research of this project will promote the evolution 
of application modes of CAD/CAM systems. Predictably, with the solving of network 
bandwidth and delay problem, Web-Based synchronous collaborative CAD/CAM 
systems may have a splendid future. 
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Abstract. This paper presents an industrial application to implement concurrent 
engineering in a railway rolling stock manufacturer in China. To extend the ap-
plication towards a knowledge-based distributed collaborative design system, 
some theoretical thoughts and conceptual considerations about a human centred 
approach based on knowledge interactions between stakeholders and learning 
are outlined. Future relevant research to develop multidisciplinary design ap-
proach is also discussed.  

1   Introduction 

Design is multidisciplinary in nature. Considering design globally and taking various 
aspects into account is a necessity in the current industrial context to develop better 
products. This multidisciplinary character has at least two dimensions. On the one 
hand, the development of design models and methodologies must take into account 
the achievements of various scientific disciplines such as engineering science, cogni-
tive psychologies, mathematics, cybernetics, and social sciences. On the other hand, 
the design of complex products has the character of multidisciplinary collaboration 
between various engineering domains (e.g., mechanical, electronics and electro-
techniques). Moreover, the implementation of complex product development system 
is concerned with information integration, process reengineering and optimization, 
integrated product teams organization and management, resource optimisation, etc. 

1.1   Context of the Work 

In recent years, an important project is in preparation in China: the construction of 
Beijing-Shanghai TGV railway. No one doubts the highest profile of this project un-
der way in China because it will directly affect other high-speed railways that will be 
constructed in China in one or two decades. The competition is keen among the 
French TGV, the Germany magnetic-levitation trains and the Japanese bullet trains. 
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Within this context, the development of rolling stocks is seen as a key technology for 
the successful implementation of the Beijing-Shanghai high-speed line. In the long 
term, the Chinese rolling stock enterprises will develop high-speed rolling stocks by 
combining the imported technology and the fruits of domestic research and develop-
ment. 

Consequently, there is a strong need from Chinese locomotive and rolling stock in-
dustry to shorten product engineering process, improve locomotive and rolling stock 
designs, and capitalize knowledge. To reach this goal, it is necessary to develop Con-
current Engineering and collaborative design in distributed networking environments. 
It is also necessary to solve some theoretical problems in order to better understand 
the design process, correctly capture, represent and manage design knowledge, and 
identify interactions among all actors involved in such a complex design project. 

1.2   Concurrent and Collaborative Design Approach 

Concurrent engineering (CE) concept was first introduced in 1980’s by DARPA (De-
fence Advanced Research Projects Agency) in US to shorten the product development 
process. According to Ulrich and Eppinger [13], the product development process can 
be described as “the sequence or steps that an enterprise employs to conceive, design 
and commercialise a product”. The traditional, sequential, and problem-oriented ap-
proach prescribes a logical cause effect relationship between current design problems 
and solutions. There are numerous frameworks and approaches related to concurrent 
engineering (e.g., approaches presented in [10] and [11]). Most of these approaches 
deal with how CE is done internally to a company. Some also deals with the roles of 
suppliers in CE environment (e.g. Fleischer and Liker’s approach [12]). Most of these 
approaches focus on the use of information technologies to realise integration of vari-
ous tools and on the process reorganisation/optimisation. Human aspects and knowl-
edge capitalisation are still a week point. 

In summary, the characteristics of concurrent engineering and multidisciplinary 
collaboration approaches for complex product developments can be stated as follows: 

- As a complex product usually consists of many subsystems, such as electronic, 
mechanical, control, and software, various CAx/DFx tools of the different disci-
plines are used in the design and simulation activities to support the product de-
velopment in the process of product development lifecycle. 

- The distributed, heterogeneous digital models and product data generated by the 
tools of different disciplines need to be managed and integrated. A sophisticated 
management technique, including the management and optimization of diverse 
data, models, tools, IPTs (integrated product teams) and processes, needs to be 
implemented as well. 

-  A product data management or PDM based collaborative platform efficiently 
manages the product data, simulation models and related processes, and inte-
grates the various CAx/DFx tools. 

1.3   Purpose of the Paper 

This paper first presents an industrial application concerning the implementation of a 
concurrent engineering approach in Qiqihaer Railway Rolling Stocks (QRRS) Ltd. 
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Co. The proposed approach mainly focuses on the technical and technological aspects 
of complex product development in the company. Based on the experience gained and 
requirements/problems identified during the implementation, a potential extension 
towards a knowledge-based distributed collaborative design system is outlined. Con-
sequently the second part of the paper discusses a knowledge interaction model plac-
ing ‘design as leaning’ at the centre of the design knowledge management system. 
The paper is structured as follow. After the introduction, Section 2 presents the as-is 
situation and user requirements of QRRS as well as the implemented concurrent engi-
neering system. In Section 3, some potential developments towards a knowledge-
based distributed collaborative design system are discussed with a focus on some 
basic concepts and principles. Human oriented approach based on knowledge interac-
tions between stakeholders and learning is proposed. Recommendations on some 
theoretical research are given in Section 4. The last section concludes the paper. 

2   Concurrent Engineering for the Rolling Stocks Development 

Qiqihaer Railway Rolling Stocks (QRRS) Ltd. Co. is one of the major railway rolling 
stock manufacturing enterprises in Asia. This section briefly reports the experimenta-
tion of concurrent engineering in QRRS. 

2.1   The s- s Situation of QRRS 

In QRRS, the product development process still follows a traditional approach. It 
proceeds in serial processes and leads to delay in the information feedback of down-
stream to up-stream. The different stages cannot efficiently share and exchange the 
information, as well as coordinate for design modifications. The various design tasks 
are carried out in an isolated way, lacking of the enabling tools to consider the various 
factors of process planning, manufacturing, assembly in the early design stages. Only 
when one stage is finished can the next stage start. Design errors are often found in 
later stages of the design, sometimes even during manufacturing. Thus occurs the 
long cycle: design-manufacturing-design modification. This sequential workflow 
cannot satisfy the requirements of new product developments. 

In summary the hierarchical and department-isolated organization and the sequen-
tial product development process lead to a lot of problems: 

- The communication among different designers is seriously obstructed. The prod-
uct information cannot be effectively integrated in the different design stages. 

- The cycle of production preparation is prolonged, and the design modification 
request is frequently generated. Some insignificant activities still exist in the 
process of product development. 

- It is difficult to manage and maintain the tremendous amount of engineering 
documents and product data, and this brings the severe losses because of incon-
sistent versions of product data. 

2.2   User Requirements 

Generally speaking, there is a strong demand from Chinese locomotive and rolling 
stock enterprises to improve the current design workflow using more computer aided 

A  I
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tools in product design, engineering analysis, process planning and NC machining. 
Concurrent engineering is seen as a way to change (with some limits) serial processes 
into concurrent processes. The capabilities of manufacturing, assembling and testing 
must be considered in the early processes of product development, to reduce unneces-
sary modifications and to attain product design in one-time success. 

More particularly, consolidated requirements of QRRS are summarised as follows 
[8]: 

- Organizing the integrated product teams (IPTs) to support teamwork and concur-
rent tasks (The IPTs organization and management being quite different from the 
traditional ones). 

- Enabling technologies and tools of concurrent engineering, i.e., DFx (DFA: De-
sign for Assembly, DFM: Design for Manufacturing) which help making deci-
sions in the early design stage, must be based on CAx (CAD, CAE, CAPP, CAM, 
etc.), and integrating CAD/CAM. 

- Establishing PDM and collaborative design environment based on computer 
network, to support the inter-operations, the evaluation and modification of the 
design simultaneously under heterogeneous systems, and to support the distrib-
uted IPTs to work collaboratively and to share product data timely. 

- A concurrent process model different from former design and manufacturing 
process must be established. Through pre-release and design review, designers 
from related disciplines should take part in the design earlier, discover design er-
rors ahead of time and remove potential problems in the early stages. 

2.3   Concurrent Engineering Implementation 

The traditional development processes of QRRS were reengineered and a large num-
ber of design iterations and work-over are avoided. The improved QRRS product 
development process is shown in Fig. 1. At early stage of product development, 
manufacturability of sheet metal, structure intensity, stiffness and dynamics perform-
ance of railway rolling stocks are comprehensively considered to reduce design er-
rors. Meanwhile, by adopting DFx, various factors of product manufacturability, 
assembility and techniques can be considered in product design stage, thereby prob-
ability of one time design success is increased. Windchill-based PDM has been im-
plemented as the concurrent design framework of the railway rolling stocks and lo-
comotives product development. Hereinto basic environment management, encapsula-
tion and integration of application tools, document management/electronic vault, 
management of concurrent product development process and workflow four modules 
were realized through function configuration or application development based on 
Windchill framework. Product data management system provides not only transparent 
collaborative network between IPTs in distributed and heterogeneous environment 
and product lifecycle management, but also orderly management of all the data rele-
vant to products, to ensure that right information be delivered to right person at right 
time and in a right format. 

Simulation toolkits are the kernel technology of the new Rolling Stock and Loco-
motive system. They provide the technologies and methods of quick finite element 
analysis, structure optimization and dynamic modification. Adopted some commercial 
software, many simulation applications were realized in the process of Rolling Stock 
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and Locomotive development, such as mechanical quality simulation of bodywork 
and key accessories, oscillation and impulsion response simulation, walk dynamics 
simulation, and brake system simulation. All the simulation applications can be inte-
grated in the PDM system and the collaborative simulation platform [9]. 
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Fig. 1. The Rolling Stock and Locomotive Application of Concurrent Engineering 

More precisely the process reengineering implementation in QRRS is concerned with 
the following aspects: 

- 3D digital product design: The product design and downstream design of casting 
mould, stamping tool and fixture equipment of railway rolling stocks were real-
ised from 2D CAD tool to 3D CAD tool. The digital prototype is accomplished. 
The 3D digital models were available and shared to the related designers. 

- Analysis and simulation of the 3D models: Based on the 3D product models, the 
structure intensity analysis, stiffness analysis, dynamic performance analysis, 
kinematics simulation and casting process analysis of the railway rolling stocks 
were also realised. 

- A Cost Estimation System (CES) was developed and implemented to quote 
timely. It is based on the result of database of the cost analysis of product, espe-
cially series products. Designers and decision makers can browse the analysis re-
sults and make decisions accordingly. PDM system provides the information of 
parts and components, which can also be directly provided by CAD/CAM/CAPP 
systems. This information is then directly stored in the components database. 
Cost management information system, which belongs to the QQRS ERP system, 
updates the basic cost database (including parts and components cost, man-hour 
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of work orders). Estimation results are returned to design department through 
PDM platform. 

The architecture of the complex product development environment to meet multid-
isciplinary collaboration and concurrent engineering is shown in Fig.2. It contains 
four sub-systems: (1) Management and collaboration sub-system provides project 
management, product development process management, workflow management, and 
product models and data management related to the concurrent and collaborative 
product development lifecycle. (2) Collaborative simulation platform is mainly based 
on the shared data management of PDM. It provides a collaborative simulation envi-
ronment and efficiently integrates the simulation modeling, running and evaluating 
tools. Through computer network, it connects IPTs that possess all kinds of data and 
supports their cooperative work and innovation. (3) The sub-system of the multidisci-
plinary application tools consists of the modeling and analyzing application environ-
ment, such as mechanical CAx/DFx tools, the kinematics/kinetics modeling and simu-
lation tools, electronic CAx/DFx tools, control CAx tools, and visualization environ-
ment. For example, DFA and DFM tools can apply to analyze the assembility and 
manufacturability of product digital models, comprehensively considering various 
factors in the early stage of product development. (4) Supporting environment sub-
system comprises PDM, database and Internet-based environment. It is the supporting 
platform and the basis of the collaborative design environment of complex products. 
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Fig. 2. Architecture of Concurrent Product Engineering Environment 

The collaborative design environment uses CORBA and Web server to implement 
the multidisciplinary CAx/DFx tools calling, exchanging and sharing the information 
and resources. In this distributed information integration and sharing application ser-
vice mode, different application servers are encapsulated according to the CORBA 
servers. The Web servers are also established according to the CORBA sever mode. 
The Web server provides the links that the users can access the server by using client 
software or any standard browser. 
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2.4   Remarks 

The implementation of concurrent engineering in QRRS is considered as a first step 
towards a knowledge-based distributed collaborative design system. The focus was on 
information sharing and integration using computer technologies. It allows shortening 
significantly the product development delay. However, some problems remain to be 
solved and challenges to be addressed. For example, how to capitalise, manage and 
maintain design knowledge which is dispersed and fragmented in a big company like 
QRRS? How to improve knowledge collaboration between all actors involved in the 
product development lifecycle? Concerning the design itself, some theoretical prob-
lems also need to be studied in order to better understand the design process and pro-
mote repeatable and verifiable scientific design approach. 

3   Potential Further Development of Collaborative Design 

This section discusses the basic concepts of extending the concurrent engineering 
system to a distributed knowledge-based design system in QRRS. 

3.1   Commissioned Design 

Implementing distributed and knowledge-based design system implies the identifica-
tion of various stakeholders involved and knowledge interactions between them. The 
design considered in QRRS is the commissioned design system which is supposed to 
be the most complete form. It refers to a specific set of activities pertaining to a pro-
ject that is initiated by a sponsor. The sponsor may differ as compared to the users and 
other stakeholders of the system where the designer has to cope with: 

- the possibly conflicting requirements of the stakeholders,  
- the constraints imposed by the availability of the components and technologies,  
- the constraints imposed by the capabilities of the production (and implementa-

tion) system [4].  

Remark 1. Very often the commissioned design is collective design. Collective design 
situations are of two types [2]: distributed design and co-design. In distributed design 
situations, the actors of the design are simultaneously, but not together, involved on 
the same collective process. However, in co-design, “design partners develop the 
situation together: they share an identical goal and contribute to reach it through their 
specific competence; they do this with very strong constraints of direct co-operation 
in order to guarantee the success of the problem resolution” [2]. 

Remark 2. Collective design is distinguished from the participatory design. “Partici-
patory design is the direct inclusion of users (and all other stakeholders) within a 
development team, such that they actively help in setting design goals and planning 
prototypes. It emphasises that designers must deeply understand the human activity 
systems that will be affected by their designs”. The difficulty of this approach is to 
define the degree of the participation. There has to be some limit, because the user 
and stakeholder should not take over the design task. 
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3.2   Knowledge Interaction Model 

The commissioned design studied from social science point of view can be modelled 
as interactions between people. The interactions are concerned [4] [1]: 

- With the co-designers, one of them may be the ‘chief’ designer who controls the 
design process, 

- With the sponsor, i.e., the one who defines the objectives of the project of which 
the design process is a part (the stakeholder can delegate part of his/her authority 
to the project leader), 

- With other stakeholders generating requirements to the result of the design proc-
ess: users, people in charge of engineering, production, implementation of the ar-
tefacts as well as those in charge of operating the artefact, those in charge of 
maintenance and management, and finally, those in charge of laying down or 
breaking up the artefact once its technical or economical life-time is completed. 

The possible stakeholders to consider are sponsors, users, design managers, de-
signers, colleagues (designers), production engineers, and maintenance engineers. The 
processes are: expression of mental processes and constructed by a designer, storage 
in a system, inter-personal interactions (one to one), group interactions, and corporate 
level interactions. The objects (documents, either real or virtual/computer-based) are: 
requirements, design specifications, design standards, design methods. The sequence 
of contexts in which interactions is to be analysed is: (1) the designer as such (with 
pencil and paper), (2) the designer with his tools, (3) the designer and the co-designer, 
(4) the designer and the user, (5) the designer and the post-design stakeholders (peo-
ple responsible for production, implementation and maintenance, etc.). 

The rationale is considered as follows [4][1]. (1) Design processes are derived 
from scientific problem-solving processes. (2) The solution of the problem is: (i) in 
the design term, the product design, i.e., definition, specification, drawings and the 
(process) plans for the next phases in the project, and (ii) in the project term, the 
product itself. This leads to the solution repository. (3) The baseline (growing over-
time) of the problem-solving process consists of: (i) the problems encountered by the 
stakeholders at the current situations (as-is), and (ii) their needs. This leads to the 
problem repository. (3) The process is carried out using design resources, i.e., meth-
odologies, specific methods, techniques, templates and tools, information resources 
and expertise. This leads to the design resources repository. (4) The process involves 
learning, i.e., meta-knowledge about particular process instances such as lessons 
learned, problems encountered, hypothesis formulated and design decisions made. 
This leads to the design process repository. (5) The design process is to be managed 
(micro-management of the design process itself and macro-management at the level 
of project) through objectives, schedules, milestones, specific constraints, tracking 
reports and progress evaluations. This leads to process control repository. 

3.3   Learning Centred Design Model 

The design modelled from the problem-solving point of view involves necessarily 
learning which is another important dimension of the product design. The collective 
design approach should explicitly describe the learning process in the context of  
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design (knowledge and expertise as the result of the process). There are different 
leaning cycles: long, medium and short terms. Short term learning is more related to 
solving technical problems in a particular design process. Medium term learning, 
besides of technical learning, is concerned with design management, co-ordination 
and planning related issues. Long term learning (beyond the design and manufactur-
ing of a class of objects with one or multiple instances), refers to consolidate and 
capitalise knowledge learned at short and medium terms. There are also various enti-
ties of learners: individuals, groups and organisations. Design knowledge manage-
ment deals with the way of managing efficiently the results of these various learning 
cycles. Fig. 3 shows the links between the core design process, the design process 
control, project management and learning [1]. 

At the macro level, design can be defined from the problem-solving point of view 
and described as a structured set of steps to follow (i.e., a systematic approach) with 
the iterations between them. The model is a simplified and aggregated representation 
of all possible processes of designing. It distinguishes: (i) the core processes of de-
sign, (ii) the interactions with other designers and stakeholders in the case where 
different people are involved in the design project. 

Design process control

Core design process

Short term learning
(during the design process)

Project management

Medium term learning
(during the project)

Long term learning
(after the project)  

Fig. 3. Partial representation of the design process model (from problem-solving point of view) 

4   Recommendation for Some Theoretical Research 

There exists an important gap between theory and industrial applications. On the one 
hand, engineering design performed in enterprises is not based on a theoretical foun-
dation; the design result varies according to experience of the designer. On the other 
hand, some existing design theories are not used in industry. Most of the design the-
ory developments were carried out on the basis of a single scientific disciplinary. 
They mainly focus on technical and technological aspects of design. A multidiscipli-
nary design theory is still missing. 
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4.1   Multidisciplinary Framework for Design 

To develop multidisciplinary collaborative design, it is necessary to identify possible 
contributions from different scientific disciplines (philosophy of science, engineering 
sciences, cognitive and social sciences) and structure them into one consistent frame-
work. For example, the Philosophy of Science brings some epistemological clarifica-
tion [5]. The traditional approach considers that a theory has to be testable and truth 
oriented. The model-theoretical approaches are best characterised by technology-
oriented action-theory and construction procedures. The systematic approach [6], AI-
based and cased-based designs fit better within this frame. The systematic approach 
has been developed within the frame of Engineering Science. It believes that there 
exist a finite number of steps, i.e., a structured procedure to follow to obtain a design 
solution. However, from Cognitive Science point of view, design activity is organised 
in an “opportunistic” way because of “cognitive cost” [7]. As a consequence a “help-
ful design theory will support human design problem solving only if it will not force a 
strictly systematic procedure following theoretically optimal phases and steps” [3]. A 
realistic design approach should provide the main steps of design process and allow at 
the same time opportunistic processing. 

To better understand what designers do when they work together, Social Science 
allows knowing how an organisation produces good designs and which organisations 
cannot produce good designs. The techniques used to enhance team-work (like project 
management, structured meetings, negotiation, room layout, and workplace ergonom-
ics) are process and management-centred design techniques rather than artefact-
centred. Social, environmental and ethical factors, like technical factors or economic 
factors have influences on designing.  

Moreover, the cognitive approach seems to provide the best hope for a better un-
derstanding of design process in the case of mono-designer (i.e., the mental knowl-
edge manipulation). In the collective design situations, social science approach which 
views design as a set of interactions between people (not only designers but also users 
and stakeholders), and between humans and computer tools, constitutes a complemen-
tary dimension to other approaches. However, there is no evident reason not to con-
sider that the collective design is mono-designer based plus some specific activities 
such as coordination, communication, synchronisation and conflicts solving [7]. 

4.2   Ontology Modelling Technique 

The engineering design can be defined as the evolution of a flow of information rep-
resenting the product knowledge. Thus it is necessary to investigate the use of ontol-
ogy in the development of design information systems. Ontology is the formal method 
for descriptions of shared knowledge in a domain. Sharing and reuse of ontologies 
across different domains and applications can therefore improve the design. The use 
of ontology modelling technique can also support the development of interoperability 
of various design systems and tools. It is necessary to study the usability and reusabil-
ity of ontologies by construction and validation of an ontology for a large and com-
plex domain, and capture meta-level and tacit background knowledge. The ontology 
consists of the three engineering ontologies formalizing the three viewpoints on 
physical devices. These viewpoints themselves are constructed from smaller abstract 
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ontologies. The interdependencies between these ontologies are formalized as ontol-
ogy projections. This gives us a set of ontologies of varying genericity and abstract-
ness. Identifying these separate ontologies not only makes it easier to understand the 
domain because classes and ontological commitments are added incrementally, it also 
increases the ability to share and reuse parts of knowledge. 

5   Conclusions 

The implementation of concurrent engineering in QRRS is a first step to transform the 
Chinese traditional product development model to a multidisciplinary collaborative 
design approach. It is not only necessary to consider the collaboration between vari-
ous engineering disciplines such as mechanical Engineering, electronics, and technol-
ogy integration, but also other scientific disciplines in particular, social sciences (in-
cluding cognitive psychology). The findings from design theories should also be 
taken into account in developing practical methodology. In this paper, based on the 
concurrent engineering experimentation in QRRS, a human centred knowledge inter-
action based distributed design system is outlined. Future work is concerned with the 
description of knowledge objects exchanged between stakeholders/actors through 
various knowledge repositories on the one hand, and on the other hand the interaction 
mechanisms between them. 
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Abstract. To facilitate the design of SoC (System-on-a-Chip), we present a 
hardware/software co-design environment called HSCDE. In this paper, some 
critical techniques related to HSCDE are revealed, including Platform-Based 
SoC modeling technology and ant algorithm based hardware/software 
partitioning technology. HSCDE environment divides SoC hardware/software 
co-design processes into three design levels, and it also supports the mappings 
among these design levels by two design mapping processes. Experimental 
results show that HSCDE effectively supports hierarchical Platform-Based SoC 
hardware/software co-design methodology, and further statistics reveal that an 
average of 10%~25% revisions on platform templates are required to get a new 
SoC design. 

1   Introduction 

SoC (System-on-a-Chip) integrates signal collection, signal conversion, data storage, 
signal processing, and input/output functionalities into a single chip. It has a number 
of advantages, including high speed, high integrity, low power, small size, and low 
cost. SoC has become a hot topic in VLSI design. However, design of SoC is very 
complex and SoC products have a short market window. Traditional "hardware first 
and software second" methods can no longer support SoC system design effectively. 
Two major means to solve these problems are hardware/software co-design and high 
level design reuse.  

There are mainly Block-Based Design method and Platform-Based Design method 
for SoC hardware/software co-design [1]. The former emphasizes Intellectual 
Property reuse, constructing SoC system through integration of Intellectual Property 
cores. On the other hand, Platform-Based Design method is a co-design method 
introduced recently [2][3][4][5]. This method extends the concept of design reuse and 
pays more attention on high level reuse. Compared with Block-Based Design method, 
Platform-Based Design method not only shortens SoC development period, but also 
improves design reuse ratio and design quality. In fact, Platform-Based Design 
method is becoming a main stream method in SoC hardware/software co-design field. 
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A number of SoC hardware/software co-design environments have been reported 
[6]. Gupta developed VULCAN [7], the first tool for hardware/software co-design. It 
uses control/data flow graph to denote system models, and applies greedy method to 
implement hardware/software partitioning. Ernst's COSYMA [8] uses profile of 
system behavior model to guide hardware/software partitioning and synthesis. 
Ptolemy [9] is a well known heterogeneous hardware/software co-simulation system, 
which supports many system models (such as data flow, discrete events, finite state 
machine). Polis [10] system suits for SoC hardware/software co-design of real-time 
controlling applications. It uses an extended Finite State Machine (Co-design FSM) to 
model SoC system. SCE [11] is a successful hardware/software co-design system 
developed mainly by Gajski. It uses SpecC (an extended C programming language) to 
describe the system. SCE defines architecture refinement, communication refinement 
and hardware/software implementation refinement to achieve the mapping from SoC 
system model to Register Transfer Level SoC system. TIMA laboratory [12] in 
France and STARC center [13] in Japan are also constructing their hardware/software 
co-design systems.  

Having analyzed all above SoC hardware/software co-design environments, we 
find that they share some common drawbacks: 1) These environments support Block-
Based Design methodology and Intellectual Property reuse, but they ignore the 
importance of system reuse. This shortcoming makes them not suitable for Platform-
Based SoC hardware/software co-design methodology. 2) These environments only 
support some phases of SoC design, but they cannot support all the phases of it. This 
shortcoming brings severe consistency problems during SoC design. 

In order to solve these problems, we developed a new hardware/software co-design 
environment called HSCDE. In this environment, we have applied some critical and 
valuable hardware/software co-design techniques, including Platform-Based SoC 
system modeling and ant algorithm based hardware/software partitioning technology. 
HSCDE supports the hierarchical Platform-Based SoC hardware/software co-design 
methodology introduced in [14]. In HSCDE, three design levels defined, i.e. System 
Modeling Level (level 1), Virtual Components Level (level 2) and Real Components 
Level (level 3). Moreover, HSCDE provides two mapping processes for these levels 
by Design Planning (mapping 1) and Virtual-Real Synthesis (mapping 2). 

We have done a simple case study and experimental designs for MP3 player, 
MEPG2 player and CDMA wireless communication SoC. Results show that HSCDE 
effectively supports the Platform-Based SoC hardware/software co-design 
methodology, and further statistics reveal that we need only an average of 10%~25% 
revisions on platform templates to get a new SoC design, so the average platform 
template reuse ratio is 75%~90%. 

The next section introduces the overall structure of HSCDE. In Section 3, we 
present the three design levels in HSCDE in detail. Then, the two mapping processes 
in HSCDE (i.e. Design Planning and Virtual-Real Synthesis) are explained in Section 
4. In Section 5, we describe a simple case study and some experimental results. 
Finally, we draw conclusions and discuss future work in Section 6. 
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2   Overall Structure of HSCDE 

Fig. 1 shows the overall structure of HSCDE. In HSCDE, the SoC hardware/software 
co-design process is divided into System Modeling Level (SML; level 1), Virtual 
Components Level (VCL; level 2) and Real Components Level (RCL; level 3). 
Besides, HSCDE supports the two mapping processes by Design Planning (mapping 
1) and Virtual-Real Synthesis (mapping 2), and it provides  reuse templates via 
platform library.  

 

Fig. 1. Overall structure of HSCDE 

At the System Modeling Level, we use Constrained Taskflow Graph model [15] to 
describe SoC system functionality and performance constraints.  Virtual Components 
Level is a "virtual design" level, and it abstracts the architecture of Real Components 
Level. Real Components Level is a "real design" level. This level includes detailed 
Register Transfer Level hardware design information and embedded software 
modules. 

Design Planning performs the mapping from System Modeling Level to Virtual 
Components Level. It is used to do hardware/software partitioning and performance 
constraints assignment. On the other hand, Virtual-Real Synthesis maps Virtual 
Components Level SoC system to Real Components Level.  

In HSCDE, three design levels ensure separation of behavior from structure and 
separation of computation from communication.  

 



 Hardware/Software Co-design Environment 245 

 

3   Design Levels in HSCDE 

3.1   System Modeling Level 

System modeling is an important problem in SoC hardware/software co-design. In 
HSCDE, the System Modeling Level describes system behavior and performance 
with algorithms.  

HSCDE supports Constrained Taskflow Graph model which is a type of variable 
granularity SoC description model. Constrained Taskflow Graph model describes task 
performance constraints by defining constraint attributes, and it describes task 
functionality by algorithm mapping. In this model, it defines subtask execution 
controlling machine to describe control structures, e.g. parallel, branch and loop.  

Fig. 2 shows the modeling technology used in HSCDE, this technology supports 
model library management, model reuse and model customization. At the same time, 
this technology considers both reusability and flexibility of models. 

 

Fig. 2. Constrained Taskflow Graph modeling, reusing and modification 

3.2   Virtual Components Level 

Virtual Components Level is the "virtual design" level in HSCDE. This level abstracts 
the SoC system architecture of Real Components Level. Use of Virtual Components 
Level makes it efficient to decrease the complexity of direct mapping from System 
Modeling Level to Real Components Level. As we can see in Fig. 3, Virtual 
Components Level includes Virtual Hardware Intellectual Property components 
(VHwIP), Virtual Software Intellectual Property components (VSwIP) and Virtual 
Communication Intellectual Property components (VCommuIP). The interconnection 
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structure between these components is shown in Fig. 4. Among them, VHwIP is the 
abstraction of some type of special purpose Intellectual Property cores (excluding 
micro-processor cores and DSP cores). It conceals the complex details of Intellectual 
Property cores. VSwIP is the algorithm procedure that will be mapped to embedded 
micro-processors (such as MPU, DSP). VCommuIP defines the interconnection and 
communication behavior of VHwIPs and HSwIPs.  
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Fig. 3. Virtual Components Level SoC architecture 
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Fig. 4. Virtual Components Level SoC interconnection 

3.3   Real Components Level 

Real Components Level is the Register Transfer Level hardware/software SoC system. 
Fig. 5 shows the hardware centric view of Real Components Level SoC system 
platform. Real Components Level system can be divided into software part and 
hardware part. The software part includes real-time operating system, device driver 
APIs and application processes. The hardware part includes hardware accelerator 
modules (such as co-processor, DSP, ASIC) and input/output control devices.  

Fig. 6 shows a detailed Real Components Level SoC hardware/software system 
platform used in HSCDE. From this figure, we can see that Real Components Level 
system platform includes the following information: 1) Structure and function 
description of application specific Intellectual Property cores. 2) Instruction set 
structure and resource configuration description of embedded processor cores. 3) 
Interconnection net description and embedded software module description. 
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Fig. 5. Hardware centric view of Real Components Level SoC system platform 
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Fig. 6. Detailed Real Components Level SoC hardware/software system 

4   Mappings Between Design Levels 

There are two mapping processes in HSCDE, i.e., Design Planning and Virtual-Real 
Synthesis. The Design Planning process performs the mapping from System 
Modeling Level to Virtual Components Level. On the other hand, the Virtual-Real 
Synthesis process performs the mapping from Virtual Components Level to Real 
Components Level. 

4.1   Design Planning 

Design Planning performs the mapping of System Modeling Level to Virtual 
Components Level, there are two steps in this process, i.e. hardware/software 
partitioning and system task performance constraints assignment.  
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HSCDE provides automatic partitioning and interactive partitioning for SoC 
designers, and the automatic partitioning method is based on ant algorithm.  

Dorigo introduced ant algorithm in [16]. In HSCDE, we make use of the system 
reuse feature of Platform-Based design method, and we develop a hardware/software 
partitioning technology that is based on ant algorithm. The basic ideas are: 
1) Transform pre-verified partitioning results in the platform into initial pheromone, 
and when we run ant algorithm, we use these results to get initial pheromone. 2) 
Based on the initial pheromone generated, we run ant algorithm to find optimal 
partitioning results. 

4.2   Hardware/Software Co-synthesis 

The purpose of hardware/software Co-synthesis (Virtual-Real Synthesis) is 
synthesizing Virtual Components Level SoC system into Real Components Level. At 
this stage, VHwIPs will be synthesized to real Intellectual Property cores, VSwIPs 
will be synthesized to embedded software modules, and VCommuIPs will be 
synthesized to real interconnection net.  

The steps of Virtual-Real Synthesis are:  

(a) Virtual-Real components matching. In this step, VHwIPs will be attached to 
real Intellectual Property cores that satisfy the performance requirements, and 
VSwIPs will be attached to software processes that are scheduled by 
embedded operating system.  

(b) Interface synthesis of real components. According to the communication 
relationship described in VCommuIPs, we get the real interconnection net 
through interface synthesis technology. During this step, it is possible to 
generate glue logics.  

(c) Compile and optimize embedded software modules. This step will transform 
and compile VSwIPs into object codes that can be run on selected embedded 
processor.  

5   Case Study and Experiments 

In order to show how users perform their hardware/software co-design tasks in 
HSCDE, we make a simple case study on the design of MP3 SoC. Then, we present 
experimental results on the design of MP3, MEPG2 and CDMA SoCs. 

5.1   Case Study on the Design of MP3 SoC 

Design of MP3 player is widely used as a case study in hardware/software co-design 
domain. So, we demonstrate the process of designing MP3 SoC in our HSCDE 
environment. 

There are two major steps included: 1) Selecting or designing suitable platform to 
be reused. 2) Do some modifications on the selected platform, so as to achieve the  
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required functionalities and performance. Fig. 7 shows three design levels and two 
mappings while designing the MP3 SoC in our HSCDE environment. 

 

Fig. 7. Design levels and mappings during MP3 SoC design 

5.2   Experimental Results 

We have designed SoC systems for MP3 player, MEPG2 player and CDMA wireless 
communication decoder in HSCDE. Table 1 shows the results. In this table, the data 
in each grid means total count of modules and the number of modules that has been 
modified. For example, the data 15(8) in line 8 column 4 means that when we are 
designing the SoC for MPEG2 player. If we adopt the design methods that support 
traditional Platform-Based design environment, there are totally 15 software modules, 
and we need to modify 8 of them. 

Results in Table 1 indicate that HSCDE supports Platform-Based SoC 
hardware/software co-design methodology well. This design environment overcomes 
the difficulty of direct mapping from SoC system model to Register Transfer Level. 
Statistics reveal that an average of 10%~25% revisions on platform templates is 
required to get a new SoC design. So, we can achieve platform template reuse ratio by 
75%~90%. 
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Table 1. Comparison of different SoC design using different design methods 

Co-design Environment Type  

Block-Based 
Co-design 

Environment 

Traditional 
Platform-Based 

Co-design 
Environment 

Hierarchical 
Platform-Based 

Co-design 
Environment 

System Models 19(19) 19(4) 19(4) 
9(2) Hardware 

Modules 
n/a 16(5) 

16(3) 
7(2) 

MP3 
Software 
Modules 

n/a 11(7) 
11(4) 

System Models 28 (28) 28 (7) 28 (7) 
9(3) Hardware 

Modules 
n/a 21(9) 

21(5) 
10(4) 

MPEG2 
Software 
Modules 

n/a 15(8) 
15(6) 

System Models 35 (35) 35 (6) 35 (6) 
7(2) Hardware 

Modules 
n/a 19(7) 

19(3) 
8(2) 

CDMA 
Software 
Modules 

n/a 24(9) 
11(4) 

6   Conclusions and Future Work 

This paper introduces a novel SoC hardware/software co-design environment and 
describes some critical techniques in this environment, such as Platform-Based SoC 
system modeling technology and ant algorithm based hardware/software partitioning 
technology. 

This environment supports hierarchical Platform-Based SoC hardware/software co-
design methodology. Experimental results prove that the proposed SoC design 
environment is suitable for SoC system design. 

Future work on the proposed HSCDE environment include: 1) Since product cost 
and performance are becoming more and more important, we will implement new 
features with regard to cost and performance in HSCDE. 2) For this moment, HSCDE 
does not put more effort on low power design, so we will also add power evaluation 
and low power design methods in HSCDE. 

Acknowledgements 

The work presented in this paper is supported by the National Natural Science 
Foundation of China (No. 90207019) and the National 863 Program of China (No. 
2002AA1Z1480). 



 Hardware/Software Co-design Environment 251 

 

References 

1. Chang, H., Cooke, L., Hunt, M., Martin, G., McNelly, A., Todd, L.:  Surviving the SoC 
Revolution: A Guide to Platform-Based Design. Kluwer Academic Publishers (1999) 

2. Keutzer, K., Newton, R., Rabaey, J., Sangiovanni-Vincentelli, A.: System-level design: 
Orthogonalization of Concerns and Platform-Based Design. IEEE Trans. on Computer-
Aided Design of Integrated Circuits and Systems 19 (2000) 1523-1543 

3. Carloni, L.P., Bernardinis, F.D., Sangiovanni-Vincentelli, A., Sgroi, M.: The Art and 
Science of Integrated Systems Design. Proceedings of the 28th European Solid-State 
Circuits Conf. (2002) 25-36 

4. Jiang Xu, Wayne Wolf: Platform-Based Design and the First Generation Dilemma. 
Proceedings of the 9th IEEE/DATC Electronic Design Processes Workshop (2002) 21-23 

5. Bob Altizer: Platform-Based Design: The Next Reuse Frontier. Embedded Systems 
Conference, San Francisco (2002) 

6. Zhang, L.F.: Research on Techniques of Hardware/Software Co-synthesis and Virtual 
Microprocessor. PhD thesis, National University of Defense Technology, Changsha, P.R. 
China (2002) 

7. Gupta, R.K.: Co-synthesis of Hardware and Software for Digital Embedded Systems. PhD 
thesis, Stanford University (1993) 

8. Ernst, R., Henkel, J., Benner, T., Ye, W., Holtmann, U., Herrmann, D., Trawny, M.: The 
COSYMA Environment for Hardware/Software Cosynthesis of Small Embedded Systems. 
Microprocessors and Microsystems 20(1996) 159-166 

9. Davis, J.: Ptolemy II - Heterogeneous Concurrent Modeling and Design in JAVA. 
University of California at Berkeley (2000) 

10. Balarin, F.,  Giusto, P., Jurecska, A., Passerone, C., Sentovich, E., Tabbara, B., Chiodo, M., 
Hsieh, H., Lavagno, L., Sangiovanni-Vincentelli, A., Suzuki, K.: Hardware-Software Co-
Design of Embedded Systems: The POLIS Approach. Kluwer Academic Publishers (1997) 

11. Abdi, S., Shin, D., Gajski, D.D.: Automatic Communication Refinement for System Level 
Design. Proceedings of ACM IEEE Design Automation Conference (2003) 300-305 

12. TIMA Laboratory at: http://tima.imag.fr/sls/research.html 
13. STARC, Project VCDS Development at: http://www.starc.jp/kaihatu/vcdsgr/vcds_intro_e/ 

4nofrm.html 
14. Xiong, Z.H., Li, S.K., Chen J.H., Wang, H.L, Bian, J.N.: Hierarchical Platform-Based SoC 

System Design Method. Acta Electronica Sinica, 32 (2004) 1815-1819 
15. Xiong, Z.H., Li, S.K., Zhang, L.F., Chen, J.H.: A New SoC System Modeling Method. 

Proceedings of the 8th Int'l Conf. on CAD/Graphics (2003) 157-161 
16. Dorigo, M., Maniezzo, V., Colorni, A.: Ant System: Optimization by a Colony of 

Cooperating Agents. IEEE Transactions on Systems, Man and Cybernetics, Part-B, 26 
(1996)  29-41 



 

W. Shen et al. (Eds.): CSCWD 2004, LNCS 3168, pp. 252 – 259, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A Computer Supported Collaborative Dynamic 
Measurement System  

Peng Gong1, Dongping Shi1, Hui Li1, Hai Cao1, and Zongkai Lin2 

1 Deptment of Computer Science,  
Shandong University at Weihai, Weihai, P.R. China 

gongpeng@sdu.edu.cn 
2 Institute of Computing Technology,  

Chinese Academy of Sciences, Beijing, P.R. China 
Lzk@ict.ac.cn 

Abstract. This paper presents our recent research work on collaborative dynamic 
measurement. The main purpose of this research is to design the structure, 
function and working model of a collaborative dynamic measurement system. 
This paper first introduces the concept of Computer Supported Collaborative 
Dynamic Measurement System (CSCDMS) which includes the working model 
of collaborative measurement group, CSCWMS structure, and collaborative 
dynamic measurement data processing. The primary objective of CSCDMS is to 
share the distributed data resources, to reduce the cost and increase the measuring 
accuracy under the working model of dynamic measurement data processing. 
The systematic analysis shows that the working efficiency of Collaborative 
Dynamic Measurement System is much higher than that of the isolated dynamic 
measurement system. 

1   Introduction 

Dynamic measurement is the primary technique of measuring techniques currently. 
Compared with traditional static measurement, it owns dynamic, random, 
asynchronous, correlated and time sequential characteristics. So the method of 
measurement and data processing changes dramatically. As a result, dynamic 
measurement cannot use the theory of the traditional static measurement. At the same 
time, the modern manufacturing industry requires higher accuracy and precision. The 
production of better equipment to improve the accuracy proves to be costly and 
infeasible with the respect to technique. The research of dynamic measurement can 
offer a good method to increase the measuring accuracy and decrease the measuring 
cost.  

At present, the research and development on dynamic measurement data processing 
still stays on the stage of single computer controlled measurement system. The single 
computer controlled system offers a simple person-to-computer exchanging 
environment. The working procedure of such system is usually as follows: (1) 
Collecting the measuring data from the outside measuring equipment. (2) Selecting a 
signal processing model to set up a simulation model. (3) Modifying the simulation 
data. (4) Modifying the simulation model. (5) Assessing the model accuracy. This kind 
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of model can only support the work of single measuring engineer, which can only offer 
one simulation model for data processing and accuracy assessment. So the 
person-to-computer exchanging model is concluded as a time consuming, weak data 
processing model.  

Recently, Chongqing University of China has developed a long distance data 
processing method based on Matlab Web server technique, which realizes the long 
distance data collecting, transferring, storage and processing, and data sharing via 
server database. But the working model keeps the traditional person-to-computer 
exchanging method which is impossible to improve the system measuring efficiency. 
In order to develop a new dynamic measurement system which offers the functions 
such as distributed working, fast data processing, communication between measuring 
members, and the platform for collaborative measuring work, computer Supported 
Collaborative Dynamic Measurement System (CSCDMS) can be a good solution. 
CSCDMS integrates the techniques of control, network, CSCW and signal processing. 
CSCDMS is capable of realizing the function of Group Management (GM), Public 
Service (PS), Data Management (DM) and Control Management (CM). 

2   Group Working Model of Collaborative Dynamic Measurement 

CSCDMS offers a group measuring platform for collaborative work, which changes the 
model of person-to-computer exchange and realizes the exchange between measuring 
members. The data collected from the measuring equipment is stored in the initial 
database and then is submitted to the measuring member by the initial database for 
modeling, computing, analysis and assessment. That type of collaborative working 
model can make measuring members fulfill the task in different places and assess the 
measurement. So the research of dynamic measurement technique is necessary to 
modern industry.  

The working procedure of collaborative dynamic measuring group includes 
following steps:  

(1) Under systematic collaborative management, collaborative measuring members 
set up a working group via collaborative tools (group white board). 

(2) A certain measuring member applies for measuring data towards the system. 
After receiving the application, the system will give orders to drive the 
measuring equipment to do measuring work and then send back the signals for 
storage and to group members.   

(3) Processing the measurement data. The member management of the system 
supports the single working of every measuring member. The working of the 
member includes selecting a signal processing technique from the tool base and 
setting up a simulation model and then processing the simulation data and 
assessing the simulation model. During this step, the system offers a model of 
person-to-computer exchange. 

(4) After all the members of the measuring group finish their required processing, 
the results will be shared among members of the group through collaborative 
tools (data processing white board). The measuring members can also discuss 
the data processing techniques and assess the selected method via collaborative 
tools. 
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The key advantage of the designed person-to-person exchange model is that, since 
multiple measuring members process the data and compare the models, the best model 
can be selected. The person-to-person exchanging method shares the measurement 
system resources, improves the communication among measuring members, offers a 
platform for measuring members to do research work on Modern Error Theory, and 
increases the measuring quality and efficiency.  

3   The Structure and Function of CSCDMS 

CSCDMS aims at processing dynamic measurement data collaboratively. With the 
respect to the structure level, CSCDMS consists of the sensor system and computer 
collaborative processing system. In order to process measuring signals and realize 
timing control, we add the functional block of the control management block into the 
system. The proposed model is shown in Figure 1. 

Fig. 1. Model of the system 

The realization of CSCDMS technique includes the following issues:  

(1) CSCMDS can collaboratively finish the function of data collecting, transferring 
and storage, which can offer measuring data to measuring members precisely in 
real time. The application of Java multi-processes mechanism can recognize 
different types of signals, which is the main method of collaborative multi-signal 
sources collection technique.  

(2) The GM and PS of CSCDMS offer services for group data processing and 
collaborative work, which use the functions of consistency control and transferring 
service to ensure the running of the group collaborative work. Then, the system 
realizes the person-to-person exchange and asynchronous measurement. 

(3) CPU can assign orders to different tasks and processes. We can make use of Java 
technique and its multi-processes to share the distributed database. The dispatch of 
data is finished by the interface between users and the data-managing block of 
servers. The interface is in charge of sending the data to users and applying for 
various data, including raw data and mid-process data. 

3.1   Structure of CSCDMS 

CSCDMS adopts the client-server architecture, by setting up functional models in the 
server, which include Group Manager (GM), Public Server (PS), Data Manager (DM), 
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and Control Manager (CM). GM manages the members of the group. PS works for the 
data processing and cooperation of the group. DM controls various stoppages and 
upholds system working. CM’s main responsibility is to monitor all the information 
while the system is functioning, in another word to fulfill the monitoring task. We can 
see the whole procedure in detail in the structure as shown in Figure 2. 
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Fig. 2. Structure of the system 

Java can be used to implement CSCDMS. It can process TCP/IP communication by 
programming on Java lab and then make use of URL address to visit other objects 
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conveniently. It can finish the net links on all kinds of levels through java.net package. 
The socket type can provide reliable mobile net link, and create distributed client and 
server applications. 

3.2   The Function of CSCDMS 

Client/Server model can be defined as a special type of collaborative processing model. 
The whole application program exists both in the client terminal and the server. Not 
only the server but also the client terminals participate in the application program 
processing. In that model the software is used to finish a certain function of the 
application program and the hardware resources can offer the necessary support of the 
software cooperation. So, Client/Server model includes not only the collaboration 
within the software but also the exchanging interaction within the hardware. 

System service can take the responsibility for data receiving and saving. In the 
system, the server takes the responsibility for the data receiving and storage and 
manages the members working at the client terminals so as to sustain the normal 
functioning of the system and to give collaborative services to the members. The clients 
mean the different computers that are linked via the network to the server. The users of 
the system need not take the position of the terminal into consideration. What they need 
to do is only registering the clients, selecting a data processing model, setting up the 
group and group discussion. The client terminal can provide the users with the 
application tools to complete the function of data transmitting and collaborative work. 

The realization of application tools includes the function of member registration, the 
function of data processing, the using of the tool base for selecting algorithm, the 
function of the result storage and so on. 

The function of data dispatch is the interface between the client terminal and the 
data-managing block of the server. It takes the responsibility for various data 
registration of members and sending the data needed to the client terminals 
dynamically, which include not only the raw data, but also the data collected during the 
collaborative measuring work. 

Collaborative tools can mainly fulfill the tasks such as member registration, group 
members’ cooperation and asynchronous platform of the announcement function. The 
designing principle of collaborative tools is to express a large amount of information 
precisely with relatively simple interfaces, especially to offer the necessary support to 
the group cooperation. 

Through GM, a client can be entitled to dispatch the data. If that data are under 
discussion or storage at the same time by a certain group, then GM will add the client to 
that group. GM can also set up single client application while waiting for new client to 
join the collaboration and make up a new group. When the group discussion is over, 
GM should cancel the group. 

The single service of PS processes the function of the person-to-computer 
exchanging dynamic measurement. Group collaborative service can ensure the 
cooperation among different clients. They are the key sectors of the CSCW realization. 
They guarantee the running of the group cooperation, at the same time offer 
consistency control and redistributing service. 

The interface control of CM is mainly used to receive the raw data sent by sensors. 
Process management works according to the working flow and stores the relevant data 
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into the special process database during the whole period of system running. When 
there are false operations or incremental requirements, the data can be obtained and 
restored by searching the process database. As for every group and member, the system 
can evaluate their working efficiency according to the historical records in the process 
database. Those functions of the process management benefits both system itself and 
the commercial activities. Those functions are further extension based on dynamic 
measurement and collaborative mechanism. 

DM includes the raw database storing raw data linked by ODBC. PM can be realized 
by creating process database and result database. File system and Tool base cannot be 
linked by ODBC where they need the direct management. File system has the 
effectiveness of the multimedia data access. Tool Base is a group of data processing 
algorithms designed according to the trend of sharing methods. After a client’s 
choosing a certain algorithm, the system will dispatch the algorithm automatically and 
install it to the client’s computer for using under the Java technique support. At the 
same time, the Tool base will update continuously to adapt to the need of real-time data 
processing, which means client will have more choices in algorithms. DM also sets up 
several extra interfaces or ports in order to adapt to the access of different data types. 

4   Conclusion 

The modeling mechanism of modern signal processing methods is different, so the 
results of the simulation modeling application are different. It is known that if we apply 
different simulation models to the same group of data, the results of different models 
can be different. Figure 3 and Figure 4 show the curves of processing the same group of 
data in person-to-computer exchanging single system via BP Weight Studying Neural 
Network model and Combination Model of Grey System Theory respectively. Both 3 
and 4 are data processing models. The Y axis indicates x(t), the input signal of dynamic 
measurement data processing which is produced by the combination of measured 
real-time value and measuring equipment. The X axis indicates t, the time. 

Figure 3 shows the results produced by weight studying BP neural network and 
Figure 4 shows the results produced by Grey system theory model. 

 

Fig. 3. Result processed by BP neural network (Unit: mm) 

In Figure 3, the bold line indicates the results of error measurement, the light one 
shows the results obtained after the data processing using BP Weight Studying Neural 
Network model. Due to the strong character owned by the Neural Network model and 
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the distributing information weight value varying in the whole net, some unit errors will 
not influence the whole information processing function of the net. The Neural 
Network model has the inaccuracy containing character, which means the abnormal 
values obtained after the dynamic measurement will have little influence on the whole 
data processing and get more accurate processing results. 

 

Fig. 4. Result processed by Combination of Gray system theory (Unit: mm) 

Figure 4 shows the results of applying the Combination Model of Grey System 
Theory. Grey Theory Model is based on the smooth discrete functions, which focuses 
on describing the trend of system certainty and owns a strong controlling capability. 
But the Grey Theory Model can only weaken the disturbance of random factors. In 
order to inflect the whole dynamic measurement process, the model has to complete the 
data processing combining with the model of describing random factors. The Grey 
Theory Model has a disadvantage of bad errors containing ability, any disturbance from 
outside can cause the false of the model.  

We set up two simulation models towards a group of measuring data. That is called 
as one group of data towards multi-models’ data processing method. The best real-time 
dynamic measuring data processing method is to set up different types of models, and 
assess the measuring results of them for selecting the most accurate model in the 
shortest period. Generally speaking, the quantity of computing is less, the real- time 
measurement is more efficient. For example, there are a group of data and m types of 
simulation models, the system needs 1*m runs of computing to finish the task. If there 
are n sets of data groups and m types of simulation models, there will be m*n runs of 
computing. Take the assessment of the optimal model curve into consideration, the 
precision degree of 1/(m*n) is higher than that of 1/m model. Via the upper analysis, it 
can be concluded that the measuring time increasing, the computing runs will increase. 
As a result, the computing accuracy will also be improved. It is proved that the high 
accurate measurement needs the long period of time. The key problem to be solved is 
how to gain the high accuracy measuring results within the shortest time. In the single 
computer supported system, every measuring member completes the whole process of 
assessment and measurement. The system needs 1*m runs or n*m runs of computing to 
finish the work. If there are x clients, the system has to allocate x*1*m or x*n*m runs 
of time to clients. This model of serial processing cannot realize the effect of optimal 
dynamic measuring real-time data processing. CSCDMS is a model of parallel 
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processing, which supports the members to research and finish the dynamic measuring 
data processing. Under the model of one group of towards several processing methods, 
x measuring members can processing m kind of different models, ignoring the 
influence of other factors, the system only allocates 1/m time period to satisfy the time 
requirement for each measuring member. By the analogy, we can see that under the 
multi-data-groups to multi-models condition, if there are n groups of data and m kinds 
of models, the n/m period of time will meet the dynamic data processing need.  

The paper designs the structure of CSCDMS, and analyzes the parallel working 
model of CSCDMS logically. CSCDMS can not only increases the working efficiency 
of measuring, but also select the best method from the models. In order to realize the 
platform of CSCDMS, the problems such as simulation models classification, 
recognition, storage, the interface processing, the integral constraint of Web 
transferring data, and security, are to be solved. All in all, CSCDMS extends the theory 
and technique of dynamic measurement, explores a new method for dynamic 
measurement.  
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Abstract. In order to reduce the training cost and improve the efficiency of us-
ing the Smart Switching System (SSS) of electric power substations, this paper 
proposes a collaborative management and training model for Smart Switching 
System using the ASP (application service provider) mode. The proposed 
model facilitates the communication between system user companies and the 
system provider. It allows a user company to evaluate the Smart Switching Sys-
tem and train its engineers over the Internet during the process of purchasing 
and deployment of the system. 

1   Introduction 

In a collaborative design process where multiple designers work together a complex 
design project, these designers share data to solve the design problems that cannot be 
solved by any single designer. The process of managing the data possessed by both 
designers and computers has an important impact on collaborative design practice 
[1,2].  

Generally, the Smart Switching System (SSS) of electric power substation should 
achieve follow goals [3]: Firstly, the system operation mode will be graphics-oriented, 
using single-line diagram and protection facility diagram customized by users. Sec-
ondly, operators can visually select the specific component to produce a message 
event. Thirdly, the built-in interlocking rules will be used to check whether the 
switching sequence violates any interlocking constraints. In conclusion, the compo-
nent’s state will be changed and the switch sequence will be generated at the mean-
time, or warning message of misoperation will be displayed. 

However, during the process of purchasing and deployment of SSS, user compa-
nies need to be trained by a system provider. Learning and designing specified con-
struction of SSS with line diagram and specifications, the user companies require the 
system provider to provide adequate supports to solve some technical problems dur-
ing the design and training process. Therefore, in order to reduce training and consult-
ing costs, it is necessary and useful to develop a collaborative management platform 
using ASP (application service provider) mode, which can share resources. Therefore, 
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We propose a collaborative management and training model based on ASP mode to 
provide an efficient and effective support to the collaborative design and training of 
the Smart Switching System. The proposed model mainly adopts the method of on-
line interaction between the system provider and user companies to improve the effi-
ciency of using SSS. 

2   Collaborative Management and Training Model 

This section introduces the proposed collaborative management and training model 
based on the ASP mode. It includes the architecture of proposed model, collaborative 
management structure and implementing techniques. 

2.1   Architecture of Collaborative Management and Training Model 

Figure 1 shows the proposed architecture of collaborative management and training 
model based on the ASP mode. The model consists of application support model, 
running process logic layer and shared software application layer. The application 
support model offers a series of supporting mechanisms for the collaborative man-
agement and training process. According to detailed collaborative management and 
train function requirements, the support model is divided into several sub-models. 
These sub-models include design parameter definition model, rule/case knowledge 
and representation model, and interlocking constraint model.  

The working process of running process logic layer can be described as follow: 
During the process of choosing a SSS, the user companies require to estimate SSS’s 
function and train their designers and operators, the system provider provides a sup-
porting ASP platform using the collaborative design and training model. To design 
specified SSS, a user company submits a requirement document with product draw-
ings and specifications to the platform, and interacts with the system provider to ob-
tain adequate information at the same time. After the system provider receives the 
product drawings and specifications, a network meeting will be held on the platform 
among several distributed working groups belonging to system provider and the user 
company. Detailed procedure is described as follow: (1) if some technical problems 
(or other identified problems) cannot be solved by the user company, the development 
and design groups of the system provider may provide an on-line technical support 
through the platform; (2) if some technical problems (or other identified problems) 
cannot be understood, the training groups of the system provider may provide an on-
line training support through the platform; (3) the SSS design schedule is confirmed, 
and, during the communication process between the system provider and the user 
company, design errors in drawings can be checked out and fixed on-line. 
There are many kinds of cooperation patterns among the user companies and the sys-
tem provider, including substation line diagram design, parameter definition and edi-
tion, and switching operation and solutions to various problems. The proposed col-
laborative model has obvious advantages that the system provider and user companies 
can build uniform information system and collaborative architecture, implement in-
formation sharing, and realize resource optimization. 
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Fig. 1. Architecture of collaborative management & training model 

2.2   ASP Mode for Collaborative Management and Training 

An Application Service Provider (ASP) is a company using central computer systems 
(hosts, Unix systems, etc.) for the purpose of renting software to its users [4]. It is one 
type of professional service agency to provide application services or business solu-
tions, which includes configuration, rental, administration, and other technology sup-
ports, and helps companies or individuals to acquire application services quickly and 
easily. The ASP gives its users remote access to software applications instead of 
downloading these applications. The users actually login the ASP’s computer system 
and run the applications at the provider’s server side, with only the results being 
downloaded. 

There are significant advantages by adopting the ASP mode. For example, it is an 
ideal way for smaller companies which do not frequently use software applications 
and cannot burden expensive purchasing costs of these applications. Also, with an 
ASP, there is no need to purchase special applications for different operating systems. 
An application that only runs on a Unix system, for example, can be used from dis-
tributed clients with any operating systems. Another advantage is that some applica-
tion software containing private algorithms can be rewritten so that it can only be run 
on an ASP platform. Competitors can only use the software but not download it to 
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their own systems or modify it. Therefore, the intellectual property of the software 
company is fully protected. 

The use of an ASP help to meet company’s increasing service demands continu-
ally. ASP is able to provide the latest business applications with less time for 
implementation. An ASP may provide their application services to other companies or 
users. For example, after Smart Switching System is build into a shared software 
application (SSA) using the ASP mode that is managed by the system provider, the 
user companies may login the SSA to evaluate SSS and use it, then make the decision 
for purchasing They may also take part in the training and designing activities. 

The architecture of the ASP mode has been standardized, which consists of basic 
resource layer, system control layer, application service layer, and system entry. 

In Figure 1, the resource layer is the foundation for storing shared resources infor-
mation and basic database in data center. System control layer can monitor collabora-
tive management and training resources, connect the upper application and lower 
resources like an adapter, and synchronize with related information to achieve data 
sharing between the system provider and user companies which attend to solve some 
business and technology problems. Application layer can provide tools to solve prob-
lems such as the shared application for SSS.  System entry will enable enterprises or 
individuals to access all the tools and functions provided by the system. The applica-
tion interface enables the data and work to transfer among design, process systems of 
allied system provider and companies and individuals. Another important tool of 
system entry is user collaborative management for user registration.  

2.3   The Collaborative Management Structure 

The platform server manages all training information, which is built on the SQL data-
base. Its data structure is defined as follows: 

User Account: includes User Name and User Password. 
User Basic Information: such as Organization Name, Type and Relationship etc. 
Specified Diagram File Path: to directly edit/modify it and be stored in the server. 
Training Subject: the problem provided by users. 
Submitted Time: time when the problem is generated, and time when the problem is 
solved. 
Subject State: true or false or a predicate, showing whether a problem is solved. 
Problem Comments: explanation for generating the problem and solving the prob-
lem. 

In order to manage all training information effectively, the supported company 
should develop the interactive Web pages containing the above data structure and 
specifications written by XML on the World Wide Web [5]. 

In general, the system architecture consists of a four-tier structure: a thin client, a 
Web server, a business application server, and a database. All business logic locates 
on business application server, presentation and dialog on the client, and data services 
on the server. Therefore, all training information may be developed and built based on 
the business application server. 
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2.4   Developed Approaches of Collaborative Management and Training Model 

The primary objective of implementing the collaborative management and training 
mode is to provide a system and framework for managing and training’s integration 
and customization, which help users to make use of knowledge supplied by other 
users (or designers). This knowledge sharing is the foundation of implementing the 
training model. 

The user’s activities in the application mainly include working in the Inter-
net/intranet, intercommunicating with users, and supporting company collaboration. 
Being easy to manage collaboratively, the proposed system set three types of users: 

- Normal user: This is an information consultant, i.e., a curious/training person 
who wants to actualize his/her information about creating a specified system. 

- Expert user: This is a system worker, i.e., a person who generates knowledge 
for the system in such a way that normal users are able to look it up. Any ex-
pert user may combine his/her own contribution with that of other experts’ or 
other normal users on the same topic, then, give the proper feedback informa-
tion. 

- Administrator: This is the person in charge of the system to keep it working 
correctly. Another responsibility of the administrator is the management of 
both the users and the topics that the system is to deal with. 

Under the proposed system environment, a user can carry out the design while 
browsing an interactive Web page containing the design specifications written in 
XML on the World Wide Web. The client module connected to the design application 
writes these data in XML document form for Web publishing. An evaluation is sub-
mitted to the evaluation server. The evaluation server reads and parses all information 
from various XML documents on the Web. Evaluated results are written in XML 
document form and published on the Web. Then, the client module parses the result 
and takes related actions, e.g., notifying the Expert user, getting a help, giving some 
advices, and so on. Figure 2 shows the collaborative training processes. 

 

Fig. 2 Training result evaluating process 
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3   Implementation of Proposed Collaborative Model  

3.1   The Explanation of Smart Switching System 

Based on the component technology, a Windows-based graphical user design inter-
face (GUDI) has been developed [6], which assists and guides users to interact with 
the SSS, prompts them to find important information, setups the parameters of symbol 
objects, customizes the substation configuration and the correlative knowledge base 
for a particular Smart Switching System.  

The simulation process begins with the drawing of the single-line diagram of the 
system. To draw a component on the screen, a user will select the component from the 
menu bar or tool bar. Then the component is drawn on the screen as the mouse left 
button is clicked a right position and the left button pressed is dragged to a desired 
rectangle area where the size of the selected component is displayed. At the mean-
time, the parameters of object-oriented component may be edited and modified; the 
large component based on a distribution feeder bay is auto-linked to implement align-
ing by various subcomponents. Also, the user can group a set of selected components 
to copy/cut or group move and can paste them on the screen. The single-line diagram 
of the Yulin Substation, drawn on the GUDI’s main windows, is shown in Figure 3. 

Once the substation single-line diagram has been completed in the GUDI, the rule-
based and case-based expert decision system will be generated. Then, the user may 
execute the graphical user switching interface (GUSI), which is developed according 
to the particular task, the substation configuration and the operation arrangement, to 
simulate a switching event in the system or run process test, and generate the switch-
ing sequences and visualize outputs. 

The SSS developed by the authors includes the following major modules: 

- Computer Aided Draft (CAD) Model: A user may draw a single-line diagram, 
facility protection diagram and switching sequence table of substation. 

- Geometrical feature constraints: to meet graphics position-topology and intel-
ligent connecting with components. 

- The interlocking constraints of switching action amongst components: to check 
whether the switching sequence violates any operating regulations described by 
case/rule-based reasoning system (CBR/RBR), in other words, to implement 
decision-making process. 

- The constraint predicates for knowledge representation of the components: the 
knowledge of switching sequences and warning message is expressed by the at-
tached predicate calculus. 

- Users design and simulation process: the design and simulation process im-
plies that in addition to the basic design—all external factors of possible rele-
vance to the geometric links amongst components, knowledge representation of 
switching sequences and decision-making process of case/rule-based reasoning 
(CBR/RBR) are being considered in all stages of the design progress. 

With regard to the collaborative management and training model of SSS, it in-
cludes the above training guidelines among the users, such as Computer Aided Draft 
(CAD), geometrical feature constraints, the interlocking constraints of switching ac-
tion amongst components, etc. 
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Fig. 3. Graphical user aided interface for the SSS 

3.2   The Implementation of Collaborative Management & Training Model  

In the proposed environment, a user can carry out the design while browsing an inter-
active Web page for training information as shown in Figure 4, which contains the 
design specifications written in XML on the World Wide Web.  

The Web page as shown in Figure 4 can implement the collaborative management 
and training function of Smart Switching System, its functions and training schedules 
include: 

- Create a user account; 
- User access; 
- User Management: stores all user information and training information. 
- Design Parameter Definition: provides explanation of parameter definition and 

correlative examples. 
- Rule Knowledge: provides explanation and correlative examples about rule 

knowledge. 
- Case Knowledge: provides explanation and correlative examples about case 

knowledge. 
- Distribution Feeder Bay: provides explanation and definition about position-

topology and intelligent connecting with components. 
- Interlocking Constraint: exhibits all correlative operating regulations. 
- Knowledge Representation: explains the knowledge representation of switch-

ing sequences and decision-making process of case/rule-based reasoning 
(CBR/RBR). 
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- Computer Aided Draft Training: exhibits and trains how to draw a single-line 
diagram, facility protection diagram and switching sequence table of substa-
tion. 

- Computer Aided Switching Training: exhibits and trains how to operate and 
generate the switching sequences and visualize outputs. 

 

Fig. 4. Interactive Web page for training 

 

Fig. 5. Message window of collaborative management 



268 X. Liao, X. Zhang, and J. Miao 

 

For a client, when user ID and password are correctly entered, he/she may get into 
the client’s Web page to define a problem, then submit it to the server of software 
Support Company. 

At the server side, when Message Window (as shown in Figure 5) receives a cli-
ent’s message, the receiver points to this message and opens the server’s Web page 
that is the same as the client’s as shown in Figure 4, then the corresponding depart-
ment of the system provider will provide a solution to this problem, or directly go into 
the shared software application to modify the specified problem, finally inform the 
user of detailed modifications. 

For example, when a client edits a problem of “Distribution Feed Bay” in collabo-
rative management schedule Web page, which includes all training information, after 
submitting the problem information, the Message Window as shown in Figure 5 will 
receive a record information, such as user code: 58592587, Received Time: 2003-08-
15 14:40, State: False (unperformed), etc. In the system interface, a receiver (Expert 
User) points to this message to activate and open the server’s Web page as shown in 
Figure 4, which will show this corresponding attributes of “Distribution Feed Bay”, as 
follows: 

Bay No:    12; 
Substation Diagram File:   ChangWang.doc; 
Subject:    Distribution Feed Bay; 
Key Words of problem:   Please Check! 
Shown Box:   Diagram on Distribution Feed Bay. 

Then, the corresponding department of the system provider or expert users will 
provide an advice: 

- If the problem is simple, the expert user may directly give an advice in Advise 
ListBox. 

- If the problem is complicated, the expert user may directly hit the button “Get 
into the Application” to go into the shared software interface as in Figure 3, to 
modify the specified problem. 

Finally, the expert user must hit the button “Inform User” to submit the solution to 
the client. 

4   Conclusion 

The collaborative management and training in the process of using the Smart Switch-
ing System is necessary for users, experts, and designers. In order to increase the 
efficiency and the quality of using the Smart Switching System and to reduce the 
costs of user company and system provider during the process of choosing a software 
application, a collaborative management and training model is proposed. A new col-
laborative environment based on the proposed model has been developed. By using 
the proposed model, a user company can evaluate the system and train its designers 
and operators. Normal users may visit the interactive Web page to submit training 
problems to the server created by the system provider. Expert users will then deal 
with the problems obtained from the Message Window. The proposed model paves 
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the way for the system provider and user companies to deal with the training of the 
Smart Switching System operators and provides a novel platform for further research 
in terms of collaborative management and training processes. 
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Abstract. In view of inconsistency of the judgment matrix obtained by pairwise 
comparison between increasing alternatives in virtual enterprise (VE) partner 
selection and evaluation problem by the Analytic Hierarchy Process (AHP), a 
new Web-based fuzzy-AHP method is proposed, in which the priority weights 
of decision criteria at every hierarchy are identified by the AHP and attribute-
values of every alternative are determined by the fuzzy relation matrix, then 
they are converged to the solution. An prototype system based on this method 
has been developed, and a case study is used to demonstrate its practicability 
and effectiveness. The results indicate that the proposed method makes it easier 
for decision-makers to arrive at a consensus decision, obtain fair and reasonable 
conclusions and examine the strengths and weaknesses of alternatives in terms 
of each criterion. In addition, this method is suited to eliminating the drawbacks 
of existing traditional partner selection approaches or other AHP-based  
methods. 

1   Introduction 

With rapid development of information technology and economical globalization, the 
competition between companies has been changing from the quality and service of the 
product to the performance of the virtual enterprise (VE) in which the company is lo-
cated. In the VE, the product is provided through the cooperation of all the partners 
from material supply to product marketing. Thus, even a small mistake taken place in 
one partner will slow down the response to the market and customers’ demand. In or-
der to improve or maintain the VE’s competitive power, appropriate partners are very 
important.  

The partner selection and evaluation is a very complex problem due to its inner mul-
tiple factors being interactive with each other. There has been rich literature on partner 
selection by the Analytic Hierarchy Process (AHP) or Fuzzy-AHP [1~7], but the ap-
proaches presented in [1~7] have a common problem [8]: when the number of alterna-
tives is more than seven, the consistence ratio (CR) of corresponding judgment matrix 
is usually more than the rule-of-thumb value of CR equal to 0.1, hence evaluators’ as-
sessment bias will be obtained. However, if these alternatives are divided into several 
groups before evaluation (for instance, the number in each group is less than six), some 
good ones will be discarded in the beginning. Moreover, there were other problems 
such as negligence of considering group decision-making, personal judgment of  
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uncertain degree and complicated model structure in these approaches. Therefore, in 
order to improve the ability of solving today’s VE partner selection problems, a new 
method combined the AHP with basic fuzzy theory is proposed and corresponding 
steps are described in this paper. 

2   The VE Life Cycle  

The VE is created to address a specific market opportunity quickly and concurrently, 
developing a common working environment to manage and use a collection of re-
sources provided by the corresponding enterprises. The success of this particular mis-
sion depends on all enterprises cooperating as a synergetic unit during VE’s whole 
life cycle. Generally, the life cycle of a new VE can be identified as five phases [9]: 
identification, formation, design, operation and dissolution. Following is the brief in-
troduction of these phases: 

 Identification phase: a core enterprise searches and recognizes the market opportu-
nities, and then plans the formation of a new VE, estimating the costs and revenues 
of this potential new venture, the possible types of partnerships and B-B chains. 

 Formation phase: the main task of the core enterprise during this phase is to find a 
number of potential organizations to perform tasks identified in the previous phase 
and to select the most suitable partners. Then, internal databases of all members are 
set up and coordinated through electronic communications. 

 Design phase: the detailed procedures for carrying out the mission are specified 
during this phase, such as the design of new products and development of all mate-
rial and information flows. 

 Operation phase: the core enterprise schedules and synchronizes the partners’ op-
erational plans, monitors the progress of the mission and resolves the possible con-
flicts between the members of the VE. 

 Dissolution phase: the main task during this phase is to archive the mission docu-
mentation, and to arrange after-sale services and customer support. 

The key factor in forming the VE, emphasized by many researchers [7,10,11], is 
the selection of agile, competent and compatible partners. Partner selection is consid-
ered as a multiple criteria decision-making problem, and classical AHP method is 
widely used for solving such problems [12]. But with rapid development of Informa-
tion Technologies, a new situation is created, in which the number of alternatives is 
increasing exponentially and it is becoming very difficult to filter candidates, thus 
many AHP-based methods mentioned in recent literature are not suited to solving 
partner selection and evaluation problem in the formation of the VE. 

3   The Process of VE Partner Selection and Evaluation 

In the past, partners were selected usually by the way of competitive bidding, which 
had many disadvantages such as small number of alternatives, regional restrictions, 
high operating costs, long evaluation and selection time, and inflexible processing 
way. Hence, the selected partners were usually not the best choices [13]. 
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Rapidly developing Internet and increasingly perfecting E-Business environment 
provide a better way to select partners for the formation of VE. The core enterprise 
publishes its demands on its public Web server, and informs potential partners by way 
of email, telephone, mail, etc. Usually, these demands include the content of assess-
ment, such as the product or service needed, date of delivery, the capability that po-
tential partner should have and the deadline for response. After these demands are re-
leased through the Internet, the core enterprise begins to receive alternatives’ 
responses. Web provides forms in which alternatives can fill corresponding informa-
tion, which is automatically transformed and stored into the partner selection and 
evaluation database through CGI. Before the deadline, evaluators login the evaluation 
system and assess alternatives by prepared mathematical models and corresponding 
solution methods. When it reaches the deadline, the system will automatically select 
the best partner(s) and provide detailed evaluation report for reference of further deci-
sion-making.  

4   A New Fuzzy-AHP Method for VE Partner Selection and 
Evaluation 

There are two main steps in the AHP method [14]: one is the determination of the 
normalized priority weights of criteria at every hierarchy, the other is the convergence 
of the normalized priority weights of criteria at the lowest hierarchy and attribute-
values of each alternative to the evaluation result. If the number of criteria on which 
the same super-criterion is depended is more than seven, then divides them into sev-
eral groups or reassembles them according to some common attributes. Because the 
priority weights of decision elements got by the AHP are generally reasonable and 
valid, it is a good way to identify those of decision criteria at every hierarchy by the 
AHP. But if the number of alternatives is more than seven, it is not suited for the AHP 
to determine each alternative’s attribute-values, which in this paper mean alternative’s 
subordinative degree to the bottom criteria of the decision hierarchy. Therefore, some 
basic fuzzy theory is combined with the AHP to determine the attribute-values of each 
alternative as well as the evaluation results of alternatives. The following subsections 
describe the four phases of this proposed fuzzy-AHP method. 

4.1   Identifying the Decision Hierarchy and the Rating Set 

The decision problem is breaking down into a hierarchy of interrelated decision ele-
ments, as a tree containing the overall goal at the top with many levels of criteria and 
sub-criteria in between. One of the most important things is that the number of sub-
criteria under the corresponding super-criterion should not be more than 6. Values in 
the rating set V, V = {v1, v2, … , vm}, are described by appropriate words, such as 
good, fair, poor, and so on. Each alternative will be assessed as one rating value in 
terms of every criterion. Generally, the number of rating values is odd, such as 3, 5, 7, 
which accords with quality requirement of fuzzy evaluation. 
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4.2   Estimating the Normalized Priority Weights of Decision Criteria 

In the AHP, the solution ω , T
n ),,,( 21 ωωωω L= , to Eq. (1) is called the priority 

weights vector of the logarithmic least square method (LLSM) [15]. After the nor-
malization of ω , the normalized priority weights vector of decision criteria w, w=(w1, 
w2, … , wn)

T, is obtained. 
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where b is a constant representing the number of decision-makers who take part in 
this group decision-making problem. 
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Finally, normalizing ω  to w, we obtain 
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4.3   Assessing Alternatives and Identifying Corresponding Fuzzy Relation 
Matrix 

Let R be the fuzzy relation matrix [16] of the alternative. Firstly, each alternative is 
quantified in terms of every bottom criterion ui, i=1, 2, …, n. Then subordinative de-
gree (R|ui) to each alternative is determined. Therefore, we get the following equation 

mnnmnn

m

m

n rrr

rrr

rrr

uR

uR

uR

R

×

==

L

LLLL

L

L

L

21

22221

11211

2

1

|

|

|

, 

(8) 

where rij is alternative’s subordinative degree to the bottom criterion ui in terms of the 
rating value vj, j=1, 2, …, m. Taking personnel promotion as an example, ten deci-
sion-makers evaluate three potential manager candidates (namely A, B and C). Three 
decision criteria, u1 = ability, u2 = morality and u3 = health, are proposed. And there 
are three rating values, v1 = good, v2 = average and v3 = poor in the rating set. To 
evaluate A’s ability, if four decision-makers consider “good”, five “average” and one 
“poor”, we will get 

)1.0,5.0,4.0(| 1 =uRA . (9) 

4.4   Calculating the Evaluation Result Vector of Each Alternative and 
Synthesizing the Solution 

Let S be the evaluation result vector [16], which represents subordinative degree of 
certain alternative in terms of the whole rating set,  
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where o represents fuzzy composite operator ),( ⊕⋅M , for j=1,2, … ,m, 
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Finally, after processing the evaluation result vector of each alternative by 
weighted mean method, the resulting value T, which represents alternative’s relative 
position in the rating set, is obtained, 
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where k is an undetermined coefficient, generally k=2. Obviously, the less T, the bet-
ter the alternative. 

5   An Example 

According to the above-mentioned programming method, a Web-based VE partner 
selection and evaluation system is developed. The main menu of the system consists 
of alternatives, evaluators, criteria, evaluators’ opinions and evaluation results.  

 

Fig. 1. A decision hierarchy of supplier selection 

Combined with a group decision-making for the selection of lumber suppliers in a 
large-scale paper mill, the application of the system is demonstrated in this section. 
As shown in Fig.1, three-hierarchy structure is formulated in this example. Four main 
criteria including quality of lumber, price of lumber, cooperation and operation of 
supplier have been chosen during the identification phase, and ten suppliers, namely 
from A to J, have been identified as potential partners. The goal here is to select two 
partners, satisfying all criteria in the best way. Main steps for evaluating and selecting 
VE partners are as follows: 

Step 1. Determining evaluators who qualified for the decision-making of this prob-
lem. 

Three teams, one including three operating managers in the supplying department, 
one including four senior managers in the paper mill and the other including three 
professional members outside the mill, totally ten evaluators take part in this partner 
selection problem.  

Step 2. Determining the normalized priority weights of the lowest criteria. 
By assigning nine-point scale pairwise comparisons to four criteria, three teams 

give the judgment matrix (13), from which, combined with Eq. (7), the normalized 
priority weights of these criteria are obtained in Table 1. 

)1,1,1()4/3,1,3/2()1,3/2,3/2()2/1,1,3/2(

)3/4,1,2/3()1,1,1()1,3/2,3/2()1/2,3/2,2/1(

)1,2/3,2/3()1,2/3,2/3()1,1,1()3/2,1,1(

)2,1,2/3()2,2/3,2()2/3,1,1()1,1,1(

Operation

nCooperatio

Price

Quality
OperationnCooperatioPriceQuality

 

(13) 
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Table 1. The normalized priority weights of four criteria 

Criterion  
Quality Price Cooperation Operation 

Normalized pri-
ority weight 

0.3225 0.2712 0.2090 0.1973 

Step 3. Assessing each alternative in terms of every lowest criterion and identify-
ing corresponding fuzzy relative matrix. 

Table 2. Values in the rating set 

 v1 v2 v3 v4 v5 
Corresponding 

value 
Outstanding Good Fair Poor Unacceptable 

Firstly, we determine the rating set V of this problem, V={v1, v2, … , v5}, and val-
ues in the set are shown as Table 2. Then, after synthesizing ten evaluators’ opinions 
on each alternative in terms of every criterion, fuzzy relative matrix of each alterna-
tive is determined. For example, fuzzy relative matrices of supplies A, B, C and D are 
as follows, respectively: 

=

1.01.04.03.01.0

001.07.02.0

03.05.02.00

003.04.03.0

AR . 

(14) 

=

03.05.02.00

02.07.01.00

002.05.03.0

01.05.02.02.0

BR  

(15) 

=

03.05.02.00

001.05.04.0

002.05.03.0

03.06.01.00

CR  

(16) 

=

001.06.03.0

01.03.05.01.0

1.04.03.02.00

001.05.04.0

DR  

(17) 



 A Web-Based Fuzzy-AHP Method for VE Partner Selection and Evaluation 277 

 

Step 4. Calculating the evaluation result vector of each alternative and accessing 
priorities. 

By Eq. (10), we get each alternative’s evaluation result vector SX (X represents al-
ternative), which is shown in Table 3. We can obtain some useful information from 
SX, for example, in terms of rating value v1 (i.e., “outstanding”), alternative I is the 
best and F the worst. By Eq.(12), the resulting value TX is also obtained, thus the rank-
ing of each alternative is determined, as shown in Table 3, from which we get the best 
two suppliers: I and G. 

Table 3. The evaluation result vector SX and the resulting value TX (X represents alternative) 

Alternatives The evaluation result vector, SX The resulting value, TX Ranking 

A (0.1583, 0.3887, 0.3322, 0.1011, 0.0197) 2.3598 5 

B (0.1459, 0.2605, 0.4604, 0.1332, 0) 2.7093 9 

C (0.1650, 0.3118, 0.3673, 0.1559, 0) 2.5510 7 

D (0.2091, 0.4384, 0.1960, 0.1294, 0.0271) 2.0975 3 

E (0.1701, 0.3628, 0.3350, 0.1123, 0.0197) 2.3838 6 

F (0.0542, 0.3225, 0.4040. 0.1840, 0.0323) 2.7528 10 

G (0.2888, 0.5000, 0.1914, 0.0197, 0) 1.8758 2 

H (0.1040, 0.3446, 0.4504, 0.1011, 0) 2.6201 8 

I (0.2904, 0.6084, 0.1012, 0, 0) 1.8406 1 

J (0.1112, 0.5572, 0.2848, 0.0469, 0) 2.1801 4 

This simplified example is chosen only for a better understanding of the main prin-
ciples of the proposed method. In real situations the number of criteria and alterna-
tives could be greater, and the decision hierarchy might include intermediate levels of 
sub-criteria. However, this method can be easily applied for prioritization problems of 
greater dimensions, since it requires solving some simple linear programs. From a 
computational point of view this is not a problem, since the standard Simplex method 
can be easily used to solve problems with hundreds and thousands of variables and 
constraints [17]. 

6   Conclusions 

Combined qualitative analysis with quantitative analysis efficiently, the AHP was 
once a powerful method to the solution of traditional partner selection and evaluation 
problem. But with rapidly developing Internet and increasingly perfecting E-Business 
environments, more and more potential partners are short-listed in the formation of 
VE nowadays. Due to inconsistency of the judgment matrix obtained by pairwise 
comparison between alternatives, the AHP is not well suited to obtaining the attribute-
values of alternative now. Therefore, Combined with other basic fuzzy theory, a new 
fuzzy-AHP method for VE partner selection and evaluation is proposed. It is mani-
fested that this method is not only suited to eliminating drawbacks including limited 
number of alternatives, personal judgment of uncertain degree and unreasonable 
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mathematical model structure, which are caused by other AHP-based methods, but 
also suited to solving problems such as regional restrictions, long treating time and in-
flexible processing way, which are produced by some traditional partner selection ap-
proaches. By using this proposed method, impartial and reasonable results are easier 
to be obtained, and other helpful information is also easier to be gotten from the 
evaluation result vector of every alternative to facilitate decision-making. 
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Abstract. In fourth party logistics (4PL), network optimization needs to synthe-
size the entire possible 3PL vendors to provide integrated logistics schemes, 
which can meet all the requirements of customers. Since there are knapsack 
constraints and un-knapsack constraints, the computational burden is considered 
to be a problem and a modest computation is required. In this paper, a 4PL op-
timization network-model is established and a two-process method is suggested 
for simplifying the corresponding 4PL network. An example is provided and 
some analysis is given after the calculation. 

1   Introduction 

In today's industrial scenario, suppliers and big corporations need to meet increased 
levels of services due to e-procurement, complete supply visibility, virtual inventory 
management and requisite integrating technology. Corporations are outsourcing their 
entire set of supply chain process from a single organization which will assess, de-
sign, make and run integrated comprehensive supply chain solutions [1,2]. The evolu-
tion in supply chain outsourcing is called fourth party logistics (4PL)— the aim being 
to provide maximum overall benefit. 

A 4PL decision support model is shown in Figure 1 [3-5]. As shown in this figure, 
network optimization is an important problem in 4PL. A 4PL is based on third party 
logistics (3PL) vendors. A 4PL vendor should integrate the information of all the 3PL 
vendors, establish a directed network and search a comprehensive solution. An opti-
mized path should be selected in the network according to the customers’ require-
ments. Thus network optimization is an important problem. In a directed network, 
each arc has several attributes such as cost, time and length. In 4PL, the problem is to 
seek the path between two certain nodes that minimize one attribute and to satisfy 
constraints on other attributes. In the problem, there are two kinds of constraints, un-
knapsack and knapsack. Un-knapsack constraints, such as logistics capacity, require 
each arc to meet the requirement. However, in one path, the sum of all the relevant 
attributes should meet the requirement of the knapsack constraints, such as time and 
cost. 
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system

3PL vendor management

Management of the 
communication between 
customers and vendors

Information management

Optimization and selection 
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3PL vendor selection

Storage management

Decision management

Finance management
 

Fig. 1. A framework of a 4PL decision support system. The part of evaluation and optimization 
is the key problem in the 4PL system. 

The computational burden of the problem is a major obstacle that can prohibit the 
application of the relevant algorithms. It is possible that a node or an arc would not in 
any feasible path. So if these unfeasible nodes and arcs can be removed from the 
directed network, the computational burden can be reduced for a better efficiency.  

Knapsack constraints are the main factors to be considered to reduce the computa-
tional burden [6], because un-knapsack constraints can be met by reduce a specific 
arc, whose relevant attributes cannot meet the requirements. In order to alleviate the 
computational burden, a modification has been suggested by Skiscikm and Golden 
[7]. Hassan [8] presented a procedure to reduce the computational burden. Some 
methods were proposed to use Lagrange factors [6,9] to reduce this burden. 

In a 4PL system, customers often have many requirements [10,11] and they also 
need many logistics schemes for further selections [12]. Because of the burden caused 
by these corresponding operating conditions, it is important for the solution to obtain 
a modest computation. 

In this paper, a 4PL optimization network-model is established and a method is 
suggested for reducing the acyclic networks with constraints. The method can be 
applied to such a network before applying one optimization algorithm. 

2   Modeling the Optimization Problem 

With the relevant information of 3PL vendors, a network optimization model with 
multi-dimensional weigh is established.  

Cities (start city, destination city, transferring cities) are corresponding to nodes in 

the network and are denoted as labelv , label  can be start, destination, or the index of 

the transferring cities. If there is a 3PL provider supplying logistics from city i  to city 
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j , a relevant arc is drawn from the corresponding node i  to node j  in the network. 

The attribute of the 3PL vendor is defined as the multi-dimension weight bound to the 

relevant arc denoted as ( )ij ka . The multi-dimensional weight is composed of four 

parts, which are logistics capacities information, logistics time information, logistics 
cost information, and 3PL evaluation information. The weight is a vector defined 

as ( ), , ,C T B E . 

C  is the information about cost and also is a vector:  

( )1, 1; ; ,price unit price n unit nLL  

T  is the information vector about logistics time. 
B  contains the necessary information about the 3PL provider’s logistics ability. 
E  is the evaluation information about 3PL vendor (logistics throughput capacity, 

logistics technology, vendor’s reputation, etc) 

Obviously, constraints on C  and T  are knapsack ones. While those on B  and E  

are un-knapsack factors. In this paper, the attributes C , T , B  and E are all one-
dimension variables. 

According to the above conventions, the model of the directed network optimiza-
tion in 4PL is defined in the following form: 

{ }
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2 1 1 2 2 1 1 2
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( ) ( ) ( ) ( )
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P p a a a a A

F p F p

G p l h
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=

= = ∈

=

> =

L L

L L

L L
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V  is the node set and each node represents a specific city. A  is the arc set and 
each arc represents a specific path, which connects two nodes— two specific cities. 

( )ij ka  represents the k th  arc, one 3PL provider, which links iv  and jv . P  is the 

feasible path set and each stp  presents a specific feasible path from the source node 

s  to sink node t . F  is the objective function set, which represents the optimizing 

objects, such as the least cost, the shortest time and etc. G  is the bound function set, 
which represents the restraint factors, such as the proper cost, limited time and etc.  

The constraints are supposed as: 

maxC C≤ , maxT T≤ , minB B≥ , minE E≥  

maxC , maxT , minB  and minE  are bound constraints according to the customers’ 

requirements. 
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3   Network Simplification 

3.1   Definitions and Concepts 

The algorithm is to identify the arcs and nodes that cannot be on any feasible path for 

the given bound constants of maxC , maxT , minB  and minE . It is accomplished by 

traveling the network twice using arc attributes ( ), , ,C T B E . The arcs and nodes 

that cannot be on any feasible path are referred to as useless arcs (UAs) and useless 
nodes (UNs). In these two processes, cost and time labels are established as in short-
est path algorithms of the label setting type. 

3.2   Forward Traveling 

In this step, the network is traversed forward starting at node s . Several label-vectors 
are established for node i , each representing the relevant attributes from the source 

node s  to node i  via a particular path. Let iN  be the set of nodes having arcs enter-

ing node i . '
iM  is the set of the arcs entering node i . There are '

iM  label-vectors 

for each arc from node i  to the node in iN . Each is found as: 

'
( ) ( ) ( ) ( ) ( ), , ,

T

ki j ki j ki j ki j ki jW u w x y= , '
( ), , 2,k i ki j iv N a M i N∈ ∈ = L  

( ) ( )ki j k ki ju u c= + , ( ) ( )ki j k ki jw w t= + , ( ) ( )ki j ki jx b= , ( ) ( )ki j ki jy e=  

( )( ) ( ) ( ) ( ), , ,ki j ki j ki j ki jc t b e  is the relevant attribute-vector of arc ( )ki ja . ( ),k ku w  

is the permanent label-vector of node kv , k iv N∈ . 

Obviously, if 0v s= , ( )0 0, 0u w = . The label-vectors of node i  are used to cal-

culate ( )ik jW  and ( )ik jW  is defined as following: 

( ) max ( )ki j ki jF C u= − , ( ) max ( )ki j ki jG T w= −  

( ) ( ) ( ) ( ) ( ), , ,
T

ik j ki j ki j ki j ki jW F G x y= , '
( ),k i ki j iv N a M∈ ∈  

Proposition 1. If ( ) minki jx B<  or ( ) minki jy E< , arc ( )ki ja  is a UA. 

Proof. This proposition is obviously right for the two constraints are un-knapsack. 

Let: { }'( ) ( ) min ( ) min ( )| , ,i ki j ki j ki j ki j iM a x B y E a M= ≥ ≥ ∈  

The permanent label-vector for node i  is calculated as following: 

[ ],
T

i i iD u w= , { }
( )

( )min
ki j i

i ki j
a M

u u
∈

= , { }
( )

( )min
ki j i

i ki j
a M

w w
∈

=  

The upper bounds on the remaining cost and time at node i  are established from 

the values of ( )ki jF  and ( )ki jG  
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{ }
( )

( ) maxmax
ki j i

i ki j i
a M

F F C u
∈

= = − , { }
( )

( ) maxmax
ki j i

i ki j i
a M

G G T w
∈

= = −  

Proposition 2. If 0kF >  and 0kG > , when ( ) 0ki jF ≤  or ( ) 0ki jG ≤ , arc ( )ki ja  is 

a UA. 

Proof. If 0kF >  and 0kG > , then there must be a feasible path from source node 

s  to node k . Further, ( ) 0ki jF ≤  is equivalent to ( ) 0k ki jF c− < . Thus, the cost 

required to reach node i  from node k  is greater than the largest cost available at 

node k  and arc ( )ki ja  is a UA. ( ) 0ki jG ≤  is in like manner. 

Corollary 2.1. If 0iF ≤  or 0iG ≤ , iv t≠ , node i  is UN. 

Proof. { }
( )

( )max
ki j i

i ki j
a M

F F
∈

= . If 0iF ≤ , then all ( ) 0ki jF ≤ , and all arcs ( , )k i , are 

UAs according to Proposition 1. Consequently, all the arcs leaving node i  cannot be 
used. Thus, node i  is a UN. 

An illustration of the above situation is given in Figure 2. 

k1

k2 i

k3

(2,4,3,5)

(4,7,5,7)

(4,5,6,7)

(7,5,4,5)

(4,5,5,3)

(4,5)

(3,4)

(6,7)

 

Fig. 2. Identifying UAs & UNs in forward traveling. In this figure, Labels of nodes are 

( ),m mF G , labels of arcs are ( )( ) ( ) ( ) ( ), , ,ki j ki j ki j ki jc t b e . Arc  and arc  are two UAs 

according Proposition 1. Arc , arc  and  are three UAs according to Proposition 2. Node 

i  is a UN according to Corollary 2.1. 

It should also be pointed out that if at the end of the forward traveling, 0tF <  or 

0tG < , then the problem is infeasible. 

3.3   Backward Traveling 

In the second step of the procedure, labels are established for the nodes while travers-

ing the network backward. That is, node i  will be labeled from node j  as if ( )ij ka  

were ( )ji ka . Let iJ  be the set of nodes at which the arcs leaving node i  end and iH  
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be the relevant set of arcs. Thus there are iH  labels for node i  from the nodes in set 

iJ , each is calculated as: 

' '
( ) ( ) ( ),

T

ji k ji k ji kL u w= , ( ), , 2, ,j i ij k iv J a H i N∈ ∈ = L  

' '
( ) ( )ji k j ij ku u c= + , ' '

( ) ( )ji k j ij kw w t= + , 

( )' ',j ju w  is the permanent label-vector of node jv . '
iu  and '

iw  are determined as: 

{ }
( )

' '
( )min

ij k i
i ji k

a H
u u

∈
= , { }

( )

' '
( )min

ij k i
i ji k

a H
w w

∈
=  

Obviously, ' 0tu = , ' 0tw =  
'
iu  represents the smallest cost that can be used to traverse the network from node 

i  to the sink node t . '
iw  represents the smallest time that can be used to traverse the 

network from node i  to the sink node t . The labels of node i , established in the 

backward traveling, '
iu  and '

iw  are used in conjunction with iF  and iG  to identify 

whether one arc entering or leaving node i  is a UA and whether node i  itself is a UN 
according to the following proposition. 

Proposition 3.  If '
( )ji k iu F>  or '

( )ji k iw G> , ( )ij k ia H∈ , then arc ( )ij ka  is a UA. 

Proof. Since iF  is the largest cost remaining from node i  to sink node t . So if 
'

( )ji k iu F> , there is no valid path, which traverse node i  and arc ( )ij ka  at the same 

time. Consequently, arc ( )ij ka  is a UA. '
( )ji k iw G>  is in like manner. 

Corollary 3.1.  If '
i iu F>  or '

i iw G> , then node i  is a UN since none of the arcs 

leaving it, and consequently those entering it, can be used. 

Corollary 3.2.  If '
( )i ki ju F>  or '

( )i ki jw G> , arc ( )ki ja  is a UA. 

In the backward traveling, the labels do not include similar items like the labels— 

( )ki jx , ( )ki jy  in the forward traveling. This is because all the UAs, which do not meet 

the requirement of the attributes B  and E  have been deleted in the forward traveling 
according to Proposition 1. 

Proposition 4.  For node i  and node j , if 0iF > , 0iG > , 0jF > , 0jG > , and 

( )j i ij ku u t= + , then node i  cannot be a UN in the backward traveling. 

Proof.  Since node j  is not a UN, then '
j ju F≤  and '

j jw G≤ . If '
j ju F≤ , then 

'
j ju F≤ . So  
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'
( ) ( )j ij k j ij ku t F t+ ≤ + , then '

( ) ( )ji k j ij ku F t≤ + . 

So '
( ) max ( ) maxji k j ij k i iu C u t C u F≤ − + = − =  

Thus ' '
( )i ji k iu u F≤ ≤ , then node i  cannot be a UN in the backward traveling. 

According to Proposition 4, we can find that once a node is used to label another 

node permanently in the forward pass, its labels, iu  and iw  cannot be changed as 

removing an arc or a node in the backward traveling. 
The illustration of the above situations is given in Figure 3. 
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Fig. 3. Identifying UAs & UNs in backward traveling. In this figure, Labels of node i  are 

( ),i iF G , labels of arcs are ( )( ) ( ),ij k ij kc t . All the arcs are UAs according Proposition 3. 

Node i  is a UN according to Corollary 3.1. 

3.4   Remarks 

In such a simplified problem, one attribute, iF  or iG , often needs to be optimized. 

So there are often only three constraints such as, maxT T≤ , minB B≥ , 

minE E≥ and one optimized objective, such as min pathC . Thus when applying the 

simplification method, there are only one knapsack constraint. maxT T≤  or 

maxC C≤ . 

It should be pointed out that in the forward traveling, the labels, iF  or iG  may be 

calculated from different arcs, even different nodes. Thus it is possible that a certain 

node 1k , which ends node i , is used to calculate the permanent label iF , while it is a 

UN according to Proposition 2. So when calculating the permanent labels of node i , 
all the UAs according to Proposition 1 and Proposition 2. 

In this simplification method, the network should be traversed first in the forward 
traveling rather than in the backward traveling. The upper bounds established in the 
forward traveling are to ensure the availability of all the four constraints at each node 
after reaching it. In the backward traveling, the upper bounds established in the for-
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ward traveling are tested against the lower bound in order to ensure that it is sufficient 
to traverse a path from this node to the end node. 

4   Steps of the Method 

As there is usually only one knapsack constraint in the problem. So when introducing 

the steps of the method, maxT T≤ , minB B≥  and minE E≥  is supposed to be the 

objective constraints. The steps of the suggested method may be summarized as fol-
lowing: 

Step 1. Traverse the network forward using the attributes ( ), ,T B E  and the rele-

vant constraints. This procedure is shown in Figure 4 (a). 

Select node i as the one 
having the smallest wi  

aki(j) is the used arc 

Let  wi be its 
permanent label

xki(j) Bmin & yki(j) Emin

Remove arc aki(j) 

Remove all the arc, with 
xki(j)<Bmin & yki(j)<Emin

Calculate Gki(j)=Tmax-wki(j), aki(j) i

Let  Gi=min{Gki(j)}

Remove all arcs that 
begin and end node i

Gi 0

vi
Remove all arcs, Gki(j)<0

vi

Entrance

Step 2 Exit (Problem is infeasible)

Yes

No

Yes
No

No

No

Yes

Select node i as the one 
having the smallest wji(k)  

aij(k) is the used arc 

Let  wji(k)  be the permanent 
label wi of node i

Remove  arc aji(k)

Remove arc aki(j)

Exit

Step 1

wi>Gi

Remove all arcs 
incident to node i

Yes

No

No
For rest arcs Hi

wji(k)>Gi

Gki(j)<wi

If i=t

Yes

Yes

No

Yes

No

(a) (b)  

Fig. 4. Procedure of the method. (a) procedure of the forward traveling, (b) procedure of the 
backward traveling. 
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Step 2. Traverse the network backward using attribute T . This procedure is shown 
in Figure 4 (b). 

5   Computation Example 

A example is solved for max 6T = , min 3B =  and 2E ≥ , and is illustrated in  

Figure 5. 
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Fig. 5. Procedure of simplifying a specific problem. The attributes on each arc are ( ), ,T B E . 

(a) the original optimization problem; (b) the simplified problem after the forward traveling; (c) 
the simplified problem after the backward traveling; (d) the final simplified problem. 

In the forward traveling, arcs 24(1)a  and 35(1)a  are UAs according to Proposition 1, 

because arc 24(1)a  cannot meet the constraint 2E ≥  and arc 35(1)a  cannot meet the 

constraint min 3B = . Arc 45(2)a  is a UA according to Proposition 2, because the max 

time provided by node 4v  is 2. In the backward traveling, arc 23(1)a  is a UA accord-

ing to Proposition 3. Arc 24(2)a  is a UA according to Corollary 3.2. Thus it can be 

pointed out that a whole simplification procedure should include both a forward trav-
eling process and a backward traveling process. The forward traveling process should 
be applied before the backward traveling. 
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6   Conclusion 

In this paper, a two-process method is suggested for 4PL network simplification. The 
model of the network is established and the problem is described as an optimization 
with four constraints, including knapsack and un-knapsack ones. The computations 
required for the method are modest and involve establishing arc and node labels, 
computing upper bounds and identifying UAs and UNs. The most important merit of 
the method is that it can remove most nodes and arcs that cannot appear in any feasi-
ble path. 

It should be pointed out that when there are two knapsack constraints, the network 
should be traveled for four times, two forward travels and two backward travels be-
cause of the difference of the two labels. 
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Abstract. Today a high-quality automotive design is one essential factor for the 
success of a new automobile. The increasing safety, comfort and 
communication functionalities require coherent visibility and design and 
handling concepts to avoid irritations of the driver. As a consequence 
prototypes are used in the automobile industry within the design phases of new 
cars. This paper describes some examples about how the technology augmented 
reality can be used to support the automobile development process. In particular 
we use augmented reality for the completion of rudimentary prototypes. These 
prototypes consist of only a few real parts. Here the technology of augmented 
reality can be used for the completion of the prototype. The developed 
applications complete real automobile prototypes by virtual components to 
show design variants or to support design reviews. The evaluation of the 
applications was done at Volkswagen AG. 

1   Introduction 

Currently the worldwide market is defined by high dynamics, short innovation cycles 
and an increasing customer orientation [1]. In an intense degree this fact itself 
impinges on the automobile industry, where a rising competitive pressure between the 
car manufacturers as well as the corresponding suppliers exists. The number of 
automobile variants increase more and more, too, because single car modules are 
incrementally universal applicable and individually configurable [2]. At 
DaimlerChrysler 56 variants were added by introducing the new A-class - without 
considering extras like fittings or special configurations [3]. 

During the planning process of new cars, real prototypes are generally used e.g. to 
visualize design studies, assembly analyses or to support ergonomic decisions. The 
manufacturing of these prototypes is very cost intensive and takes generally a couple 
of up to several weeks. A subsequent modification of these real prototypes due to 
concept changes or undesirable developments is almost very cost intensive. For this 
reason real prototypes are only used in the later development phases, in which the car 
concept becomes more and more reliable. Since the last years VR-prototypes are 
increasingly used within the design stages of new cars. Digital prototypes based on 
3D-CAD-models are presented on Power Walls or in CAVEs to generate a 3D-
impression of the car. But the installation of Power Walls or CAVEs is very cost 
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intensive and requires a huge amount of space. Today, first a complete virtual 
prototype is created and only if every pre-analysis yields the desired results, a real 
prototype will be built.  

In many cases, there exists no complete prototype of the car. Only some 
components like the platform (chassis) can be used. Other components like the car 
body or the interior design are only available as 3D-models in the computer. Here the 
technology of augmented reality can be used for the completion of these rudimentary 
prototypes. Thus using AR as a new man-machine interface, the planning and design 
process of new cars can be shortened and facilitated. 

2   AR-Based Product Design in Automobile Industry 

The method of completing imperfect automobile proto-types by virtual components 
using AR-technology is applied to the following field of applications at Volkswagen 
AG, department of commercial vehicles: 

− Platform strategy 
− Representation and verification of car components 
− Test of car ergonomics in reality 

This area of application assists and completes the today introduced development 
strategies and can be introduced into the product development process without any 
trouble. 

2.1   Platform Strategy 

Since several decades the global automobile industry is attempting to develop and 
produce world cars for the mass market which can be sold around the world with only 
minimal modifications. Bringing this strategy successfully to the mass market 
segment would result in tremendous economies of scale for the automotive industry 
and would drastically reduce development and manufacturing costs. 

Volkswagen has cut production costs by building several models using common 
chassis and components as part of it's so-called platform strategy [4].  This strategy is 
an essential success factor for Volkswagen. Using the platform strategy enormous 
savings has been achieved. In this context different car models use the same 
components and parts. A platform contains: front axle, steering and engine as well as 
stingers, basement, rear axle and the tank. As a result a new car is the combination of 
a given platform with an individual exterior and form. For example the A4 platform is 
used for other models like the new VW Golf, Audi A3 and Audi TT.  

According to expert opinions the platform strategy enables enormous savings. At 
the purchase major numbers of the same parts can be ordered. This results in 
significant discounts. Less components and parts reduce the development and 
production times. 60 percent of the costs of a car are affected by the platform. 

In the early design phases new car bodies can be virtually assembled on the given 
platform by using augmented reality (see figure 1). Therefore the physical car 
prototype is placed at a fixed position on a marker base to enable a tracking of the  
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Fig. 1. Representation of a virtual front component of a VW Multivan on a real VW Microbus 
model 

user's head position and an exact placement of the virtual car components. Various 
components like a new front, varying driving mirrors and buffer bars are augmented 
on the real car. They are generated from the company internal 3D-CAD-data. The 
usage of AR-technology in this field of application reduces the number of physical 
prototypes for a platform significantly, because car variants can be augmented on the 
real platform using existing company internal 3D-CAD-data. Quick changes of 
components can be done using only the 3D-CAD-system. The generation of the 
according virtual component for the AR-system requires less time and money than the 
creation of a new real physical prototype. 

2.2   Representation and Verification of Car Components 

A normal car consists of a high number of elements subsumed into components. 
Because of the integration of additional systems into the car e.g. to ensure safety 
(electronic break assistant, electronic stability program, etc.) or to increase the driving 
comfort (air suspension, dynamic multi-contour seat, automatic climate control, etc.) 
the number of car components increases more and more. Due to design decisions the 
available space for each component is limited. So one major point during the design 
of new cars is the maximal usage of available component space and the minimization 
of component distances [5]. 

It is always possible within the manufacturing process of single components, that 
tolerances exceed a specified maximum. This can result in problems during the 
packaging: components could not be arranged and assembled in the correct position 
and orientation or electromagnetic interferences between electronic systems or 
heating problems can occur because of the lowered distance between components. 
Today engineers use real models of the corresponding parts to accommodate their 
shapes in an iterative process. 
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Fig. 2. Superimposing of 3D-CAD-data on a real structure of a VW car model 

The described problems during the manufacturing and packaging process can be 
reduced using the technology of AR. Therefore the real car is placed on a marker base 
(see previous chapter). Original 3D-CAD-data is augmented on the real structure of 
the car in a wire frame representation, as shown in figure 2. Within the superimposing 
of virtual components on the real car deviations respectively differences between real 
and virtual objects become obvious. Thus sources of errors can be identified quickly 
and the necessary modifications can be performed immediately. Thereby a specific 
and fast detection of the cause becomes possible. 

2.3   Test of Car Ergonomics in Reality 

In automobile industry a variety of methods are used especially for ergonomic 
analysis of the car interior. In this context the visibility of the surroundings from 
inside a car is one major topic [6]. 

Ergonomic simulation and analysis e.g. for reachability, accessibility of switches 
on the dash board, etc. are performed [7]. With these techniques, the reachability of 
the pedals, the steering wheel and the general seating position can be assessed – more 
difficult questions, such as the reachability of certain switches need to be answered, 
too. This described process is very time and cost intensive, because ergonomic 
analyses are usually done at real ergonomic prototypes. This ergonomic prototype is a 
model of the car interior, whose shape has nothing in common with the real car 
interior. 

To reduce time and costs the technology of AR is used: The new interior is 
superimposed in a conventional car to enable the examination of the new interior 
under ergonomic aspects (see figure 3). Therefore a small marker base is mounted on 
the dash board for the tracking of the user's head position. As described before the 
data for the virtual car interior components is generated from company internal 3D-
CAD-data. Now it is possible to analyze a variety of different (virtual) car interiors 
while sitting in a real car and getting a real haptic feedback. Even real test-drives are 
possible to get a closer-to-reality impression of the interior design and its ergonomic 
properties. 
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Fig. 3. Representation of a virtual car dashboard in a real VW Sharan 

3   Realization of the Prototypes 

3.1   Hardware and Software 

The developed AR-applications are running on a Pentium IV 1.5 GHz equipped with a 
GeForce Quadro 4 980 XGL graphics card. As output device the video-see-through 
HMD VH-2002  from Canon is used to get a stereoscopic image of the AR-scene (see 
figure 4). 

 

Fig. 4. Structure of the system 
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The tracking of the user's head position is done by an optical tracking method. 
Therefore the software MuliMarker Tracking from HIT Lab is used, which is based 
on the ARToolKit software [8, 9, 10]. The system offers the development of  table-top 
AR-environments using markers for tracking. We use a base of one meter by one 
meter with different markers in different sizes. The markers reach from 4cm to 20cm, 
to track the user in close and in wide distance from the base. Thus the user has the 
possibility for an overview, to see the whole scene (e.g. the complete car in the scale 
1:1) or to look into details  (e.g. at the instrument panel). The user is able to interact 
with the virtual objects in the AR-scene by hand gestures. Therefore Pinch Gloves 
from Virtual Technologies are used. The sensors in each fingertip detect contacts 
between the fingers of each hand. This information is used for the gesture detection. 
The position of the hand is tracked electromagnetically by the Fastrack system from 
Polhemus. 

3.2   Working Principle 

The application's working principle can be divided roughly into three major steps: 

1. Calculation of viewing direction 
2. Analysis of user interaction 
3. Rendering 

In the first step two video images (right and left eye) are captured. Using these 
pictures and the visible markers the position and orientation of the user can be 
calculated. Subsequent the actual user interaction is analyzed. The last step is the 
computation of the position of each virtual object and it's rendering (for the right and 
left eye). The complete process is shown in figure 5. 
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Fig. 5. Function principle 

For the detection of the markers and the computation of the user's viewing position 
as well as for the video handling the ARToolKit, version 3.15, is used.  

For the interaction analysis first the hand position of the user must be detected. 
Therefore the tracking system Fastrak from Polhemus is used; it's electromagnetic 
sensor is mounted on a data glove worn by the user. The Fastrak system measures six 
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degrees of freedom (X, Y, Z, azimuth, elevation, roll). For the communication with 
the computer a standard RS-232 interface is used. The data is read in the ASCII format 
with a baud rate of 57600. 

After the hand position detection the system analyzes the virtual objects the user 
wants to interact with. Therefore a collision detection between the virtual objects in 
the AR-scene and the position of the Fastrak sensor is implemented: Each object is 
assigned with a bounding volume and if the position of the Fastrak sensor is within a 
bounding volume, the object assigned to the bounding volume becomes the actual 
selection of the user. 

In the next step the interaction done by the user is evaluated. The possible 
interactions depend on the result of the collision detection: If an object is selected, 
only the object-dependent actions are possible. These functions are: 

− Transform: Transformation of an object or a group. 
− Rotate: Rotation of an object or a group around it's center. 
− Scale: Scale of an object or a group  in x, y and z direction. 
− Delete: Deletion of the selected object or group. 
− Lock/Unlock: Locking/Unlocking of the actual selection for modifications. 
− Copy/Paste: Cloning of an object or an group. 
− Select: Add an object or a group to the actual selection. 
− Group/Ungroup: Combining several objects or groups into an object group. 

Groups can be edit or delete during runtime.  
− Assembling: Each object has one ore more connection points, which represent 

snap positions. To place an object at a specific position and orientation towards 
another object the user only selects the corresponding connection point of each 
object. 

The interaction with the AR-scene is done by Pinch Gloves. Depending on the finger 
combination different interactions with the AR-scene are possible. When the 
condition of the Pinch Glove changes (contact areas are brought together or released) 
this information is transferred to the computer and stored in a terminal line buffer of 
the Linux kernel.  

Beside the basic functions like translate, rotate or scale further context sensitive 
functions are available like erase, copy or lock. Furthermore additional management 
functions are available: 

− Load/Save: The scene information is saved into a file containing the name, 
position and orientation of every object. To load a scene, the user selects the file in 
the listing dialogue.  

− Sensor Offset: The Fastrak sensor shows a location dependant offset. To adjust 
this inaccuracy the user can define an offset to adjust the user's hand position 
relatively to the sensor. 

− Undo: Canceling of the actual action. 
− Reset: Initial state of the application. 
− Component Menu Load, Save, Add: The current status of the component menu 

can be saved and loaded. Furthermore new virtual objects can be loaded into the 
component menu from a file or the virtual workbench (single objects or groups). 
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One major problem during the representation of the virtual car components on the 
workbench was the jittering. This reduced the quality of the whole application 
significantly and makes an interactive working with the AR-environment more and 
more difficult. For the reduction of the jittering and for the stabilization of the whole 
image a linear, time discrete and not recursive filter - a low pass-filter - is used [11]. 

The component menu, the yellow arrow representing the user's hand position and 
the other graphical illustration objects (e.g. coordinate system, bounding boxes, etc.) 
are implemented using OpenGL version 1.4 [12] and the OpenGL Utility Toolkit 
version 3.6. The component menu is created with basic OpenGL functions for 
drawing rectangular and triangular areas. To browse and interact with the 
components, a collision check is performed as described in chapter 3.1. The objects in 
the component menu are VRML-objects, too. The usage of these objects is similar to 
the usage of the objects available for the workbench. 

Having started the application each user equipped with an HMD can interact with 
the application using hand gestures. By finger tips he can open an context menu and a 
component menu. The component menu contains all the components witch can be 
added to the car, e.g. doors, mudguards, tires or seats. The user can select a 
component by his hand, grasp and put it on the virtual workbench (see figure 6a). 

3.3   Working with the Application 

He has additional buttons to close the menu, go to the next item, go to the previous 
item and to move the menu. If the user's hand touches an object of the menu or the 
workbench, a yellow bounding box will appear (see figure 6b). 

By equipping each user with an HMD and a Pinch Glove a cooperative planning 
and design process is now practicable: each participant can interact with the virtual 
design and design changes and modifications become visible for everyone. 

Additionally the planning stages can be saved, loaded and exported using the 
VRML 2.0 standard. Those VRML-data may then be inserted into a VR scene to be 
displayed by a 3D-realtime rendering system like RealiMation or DIVISION MockUp. 

  

Fig. 6. a) Placement of a component on the virtual workbench, b) Component menu containing 
car elements. 
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4   Usability and Performance Tests 

The feedback of the trial testing of the first prototypes confirms the demand of new 
user friendly and easy to use interfaces. In several trials the involved persons needed 
only a short time of 5-10 minutes to understand the functions of the AR-based user 
interface. Unfortunately accurate placements, movements and alignments of the 3D-
models in the AR-scene are difficult to realize. To overcome this a snap-function will 
be implemented. Using a marker based tracking method, it is necessary to warrant an 
adequate lighted up environment, whereas no mirroring or dazzling surface should 
appear. Otherwise a lost of tracking could accrue. 

5   Summary and Outlook 

In this paper we illustrated actual problems within the design processes of new cars in 
automobile industry. The creation of real prototypes is very time and cost intensive, 
whereas the usage of digital prototypes using Power Walls or CAVEs requires a huge 
amount of space and money, too. To overcome these problems the technology of AR 
is used. Here rudimentary car prototypes are completed by virtual components. Thus 
design decisions, packaging examinations and ergonomic analyses are supported 
using AR as a new man-machine interface. 

The described prototypes have shown that an AR-based rapid prototyping of new 
concept cars is beneficial. The efficiency of the system mainly depends on the number 
and quality of construction elements available in the virtual component menu. The 
implementation of planning rules assists the user and prevents possible errors. We are 
currently refining the prototypes and preparing a concept car with a mobile AR-
environment to enable a real test-drive. Thus the user can place virtual car 
components on a real car and make ergonomic evaluation of the car interior using 
AR-technology under real driving conditions. 
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Abstract. Applications like cooperative CAD and virtual touring on the Web 
need to transfer a scene consisting of models and textures from one computer to 
another. The scene may be very large, and the time to transfer the whole scene 
is significant. During transferring, the user has to wait until the whole scene is 
downloaded to the local machine. We propose a new approach to estimate the 
visual importance of each object or even of each polygon and a method that will 
selectively transfer the models and textures in the scene. In this way, we can re-
duce user-waiting time while keeping the image quality the user can see. 

1   Introduction 

With the development of CAD and network, people cooperate to work out on one scene 
through the Web. This brings the problem of transferring a scene from one computer 
(server) to another (client). However, it costs too much time on transferring a compli-
cated scene with fine-detail models and high-resolution images so that the user has to 
wait for a long time to see the scene. Furthermore, if the scene is modified, and new 
models or textures are added later, the user has to wait again for downloading the new 
models and textures. This limits the cooperation in only simple scenes with coarse mod-
els and low-resolution images. Or the users have to cooperate on a high-speed network. 
Although the network speed is becoming higher and higher, the models and textures to 
transfer is becoming more and more complicated. We can divide the scene into several 
individual parts; the server will only transfer the part of models and textures that a client 
can see. The division can greatly help to reduce the waiting time. In this paper, we pro-
pose a method that enables to transfer a high quality scene on a low speed network with 
least a visual quality penalty. With a combination of portals or BSP trees techniques, our 
method can further reduce the waiting time. 

Our method is based on the following observation. When previewing a scene, the 
user may not see all objects in the scene due to frustum culling or occlusion culling. 
Furthermore not all objects visible to the user can be seen clearly. Therefore we can 
use simpler objects and lower resolution textures for far objects. So we selectively 
transfer the models that can be seen and only transfer fine models for near objects, 
thus reducing the time to transfer the scene from the user’s view. When the user later 
changes the point of view, new objects or better level of objects and textures will be 
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transferred. This kind of transfer-on-demand can significantly reduce the time to 
transfer a scene. 

The method can be applied to model transferring and previewing on Web such as 
virtual touring, network games, or cooperation in the Web based CAD, or in any 
places where transferring scenes takes significant long time and the user only view 
from one direction at one time. 

This paper is organized as follows. In Section 2, we summarize some previous 
work relevant to our method. In Section 3, we give a measurement to estimate the 
visual quality of a scene. In Section 4, we propose our scene transfer method accord-
ing to this measurement. In Section 5, we give our results in some typical applica-
tions. Finally, we conclude the article and mention the possible future work. 

2   Related Work 

The most important techniques on which our method is based are LOD (Level Of De-
tail) of texture and multi-resolution meshes. LOD provides different levels of image 
quality for a texture, and multi-resolution meshes provide various levels of geometry. 

In 1983[1] L. Williams proposed the technique of mip-map and introduced one 
texture with a texture array of different resolutions. The texture of lower resolution is 
generated from a texture of higher resolution. For near objects, the render engine 
canuse high-resolution textures; for far objects, the engine can use low-resolution tex- 
tures. Such kind of technique reduces the time to render and even results in a better 
 

 

Fig. 1. Example for mip-maps 
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Fig. 2. Example for Progressive Meshes, the vertices numbers are 303, 203, 103, and 39 respec-
tively 

appearance for far objects. Obviously, low-resolution textures can reduce the transfer-
ring time through Web.  Fig. 1 shows an example for mip-maps from [5]. 

Although LOD texture has been proposed very early, multi-resolution meshes 
[2][3] only become popular in recent years. Some recent graphic API like DirectX 
supports Progressive Mesh as one of its main features. Fig. 2 is a sample [6] for Pro-
gressive Meshes implemented with DirectX 9.0 [7]. 

We are not going to discuss these two techniques in detail. We just suppose the 
scene has been built with LOD textures and multi-resolution meshes, we only discuss 
how to select the appropriate level of texture or meshes to transfer. 

There are already some commercial streaming methods for transferring sequential 
sound and video datum. They are apparently inappropriate for interactive 3D graphics 
applications. The work in [8] addresses the same problem; it gives a detailed analysis 
about accelerate techniques: acceleration of local rendering, benefit/cost optimization, 
graphics over network, and compression of 3D models. It also makes prediction of 
motions: standing, turning, moving. LOD and Impostor are used to simplify 3D 
scenes. Network bandwidth is taking into consideration in the cost computation. But 
since a lot of assumption was made, the author cannot give a practical application, 
and the acceleration on graphics hardware is not used. 

The work of [10] addresses the problem of improving the MPEG compression of 
synthetic video sequences by exploiting the knowledge about the original 3D model. 
Paper [11] uses a real-time MPEG-4 streaming architecture to facilitate remote visu-
alization of large scale 3D models on thin clients, the Graphic Processor Units 
(GPUs) are used to deal with most of the motion estimation process, which can be 
done in parallel to the encoding process. In both of them, the computation power of 
graphics hardware has not been fully exploited. 

3   Quality Measurement 

First, we need to determine how fine an object or texture should be. We call a model 
or a texture is in a full quality when it already achieves satisfactory visual quality, and 
no further transferring of finer levels is necessary. 
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To get objects and textures in a full quality, we must know how big the objects will 
be on the screen. For a level of a LOD texture, if one pixel in the texture covers no 
more than one pixel on the final image, we can say this detail level is good enough to 
produce a full quality. The multi-resolution meshes are in the same way, but it cannot 
be judged by the same “one-pixel” criteria as textures, the criteria for meshes are not 
that strict. Fortunately, we do not have to do everything ourselves, we can use a ren-
der engine that supports the multi-resolution mesh and LOD texture for our purpose. 
The maximal level of mesh or texture used by the render engine specifies the level we 
will need to create a full quality image.  

We also need a value to indicate how much an object contributes to the full quality 
and need to know the visual quality at the client’s side. 

At first glance, we can use the number of polygons in the scene to present the 
scene’s visual quality, because the more facets in a model, the more details it has. 
However, it cannot be used as the measurement of the scene quality, because the more 
facets it has, the larger its projection on the screen may be. We do not know whether 
it is a large scene with many simple, low quality models, or it is a small scene with a 
few high quality models. Our measurement uses a relative quality measurement in-
stead of the absolute quality measurement. And we can see from following sections 
that the relative quality measurement can give us enough information about how 
important a model or texture is in visual contribution. 

While the model at the client’s side may not reach the full quality, we can calculate 
the quality difference between them. From the above definition of full quality, we can 
find that there are two kinds of qualities: geometry quality and texture quality. Ge-
ometry quality indicates how fine our model is. If we have multi-resolution meshes 
with the number of meshes in the full-quality representation to be Gf, and the number 
of meshes of client’s mesh level to be Gc, then Gc/Gf is the geometry quality for this 
level of meshes. It is also possible to transfer only a part of a model. Suppose the 
number of meshes at the client is Gp, so the geometry quality Gj is Gj = (Gp / Gc) * (Gc / 
Gf) = Gp / Gf. Texture quality can be calculated the same way. Suppose Tfx and Tfy are 
the full-quality resolution of a texture, and Tcx and Tcy are the resolution for client’s 
detail level of the texture, then Tj = (Tcx * Tcy) / (Tfx * Tfy) is the texture quality for the 
individual texture. We do not permit transferring only a part of a texture, because we 
cannot predict which part of the texture is needed later. 

With the quality measurement for an individual model or texture, we can estimate 
the overall quality for the whole scene. The whole-scene quality value cannot help to 
select an individual object or texture. It can only provide an overview about how 
much the current image is from the full quality. On the server’s side, we can assign 
the whole scene with all models and textures at the full-quality level as quality value 
1. If the other computer has only some parts of the scene, its quality value is between 
0 and 1. The details are as follows. 

We divide the quality of a scene into view-independent quality and view-
dependent quality. So we can have up to four values to represent the scene quality. 
They are view-independent geometry quality, view-dependent geometry quality, 
view-independent texture quality and view-dependent texture quality. Let view-
independent geometry quality for an object be Gj, then the overall view-independent 
geometry quality is defined as the average of all geometry qualities of all objects, 
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where N is the number of models. 
The same equation applies to texture quality, 

MTQ
j

jViT /= , (2) 

where M is the number of textures. 
If the view-independent quality is 1 for both geometry and texture, we do not need 

to transfer models or textures anymore. We can say, the view-independent quality 
indicates the percentage that has been downloaded. 

The view-dependent quality is related to view direction. It represents the image 
quality the user can see. Its value tells the user how much it differs from the full qual-
ity image. The quality value for an object is related with the percentage that covers 
the final viewing image. Suppose the final rendering image on the server is Rx*Ry 
resolution and the pixels for an object on the rendering image is Ro, then the important 
value for the object is Ro/(Rx*Ry). The visual quality that the object contributes is 
then, 

)./()(, yxjjjVdG RRRGQ =  (3) 

Here Gj is view-dependent quality for an object. The Gf value of view-dependent is 
not the same as the Gf of view-independent. It also changes with user’s view direc-
tion. 

Obviously, for the objects that cannot be seen in current view, its quality value is 
zero.  

The view-dependent texture quality value can be calculated in the same way, 

)/()(, yxjjjVdT RRrTQ = , (4) 

where rj is the pixels covered by the texture. 
When we decide which object or texture to transfer, we need a variable to indicate 

the visual quality increase if we transfer that object or texture. The variables can be 
easily get with  
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(5) 

When we want to transfer the objects and textures, we may have to choose between 
transferring objects or textures. However, it is dependent on the user’s need, espe-
cially on the importance of texture in the application. K*DG will increase geometry 
importance to texture importance if k is greater than 1, and will decrease it if k if less 
than 1. 
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4   Model Transfer Scheme 

Now we propose a model transfer scheme according to the measurement in the pre-
ceding section. The scheme we use greatly increases the visual quality at the client’s 
side. The following are the techniques we use to achieve the goal. 

4.1   Selective Model Transfer 

With the quality value calculated using the method in last section, we can choose the 
objects or textures that has the largest DG(or K-modulated DG) or DT. However, to get 
the quality for each objects and textures, we need to render the scene from the user’s 
point of view on the server to do frustum culling and occlusion culling, and we can 
get the pixels each object covers in the image. This may not be a problem on today’s 
hardware. Even if we do not use LOD textures and multi-resolution meshes, the cull-
ing can give us much more information about which objects to transfer. 

We can see from the definition of the four qualities that view-independent quality 
is irrelevant to the server side, it is only meaningful for the client side in measuring 
how much of the scene are downloaded. So we will only need to calculate the view-
dependent quality at the server side. 

The process of selective model transfer is as follows: 

(1) Rendering the scene at the server side.  
(2) Obtain the pixel coverage for each object and texture, multi-resolution mesh 

level for each multi-resolution mesh and LOD texture level for each LOD tex-
ture. The pixel coverage can be implemented using OpenGL [4], while the 
LOD texture level can be obtained with OpenGL mip-map texture routines. 

(3) Use the equations discussed in last section to calculate the visual importance 
of each object and texture. 

(4) Sort the objects and textures by importance value, and transfer them in that or-
der. 

4.2   Clip and Combine 

Although we can only selectively transfer the objects, we may still suffer a long wait-
ing problem if the single object is too complicated and need too much time to transfer 
over a network. For polygon objects, we can transfer only one part of the object at one 
time, then transfer other parts later. We will only need to add a flag indicating 
whether the individual polygon has been transferred or not. And it is also easy to get 
whether the individual polygon can be seen from current point of view. 

4.3   Predict Incoming Models and Textures 

The view-dependent quality 1 means we need not transfer any finer models or tex-
tures to increase the image quality at the client side. But the user’s view may change 
in a short time, and we want to pre-transfer some models or textures beforehand. If we 
really need the models or textures later, then we do not need to transfer them and 
there is no waiting time from transferring the models and textures. 
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In different applications, different predicting scheme may be used. We will not 
propose an algorithm of predicting the incoming models and textures. Instead we just 
indicate two typical circumstances.  In virtual touring applications, pre-transferring 
models and textures along the view direction is preferred. In cooperative CAD sys-
tem, models viewed may have more priority. However, it depends on the user’s way 
of changing views. 

5   Implementation and Examples 

Before the server decides what to transfer to the client, it must render the scene from 
the user’s point of view to get the level of multi-resolution meshes and LOD texture. 
Multi-resolution meshes are not implemented in our system because OpenGL does 
not directly support it yet. Since we use OpenGL to do the work, and OpenGL is 
hardware-supported on most popular video cards, its time can be ignored comparing 
with the transfer time on Web. 

To get the pixel coverage for each object and the pixel coverage for each texture, 
and to determine whether a polygon can be seen, we use different encoding method in 
different situations. 

A straightforward way is to represent the RGB values as a 24-bit integer. We ren-
der the scene assigning the object id as the color of the object, then render the scene 
and read the color buffer. We can get the pixel coverage for objects by checking the 
contents of the color buffer. 

The polygon culling information can be obtained by the same way except it uses 
the face id instead of object id. 

Since the LOD texture level can be gained by OpenGL’s mip-map mechanism, we 
can build a mip-map texture that has different values for different levels of LOD. For 
example, the values can be equal to the number of levels. That is, if we have a LOD 
 

 

 

Fig. 3. A Scene contains 856 facets and 36 textures 
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texture that has 4 different levels, we can build the mip-map texture in OpenGL. Sup-
pose we use the lower 2 bits to represent the level of detail, and the higher 22 bits the 
texture id. So the color of the first level is A, the color of the second level is A+1, the 
third is A+2, the fourth is A+3. Then we render the scene from client’s point of view; 
OpenGL will select the appropriate level of detail for us. We will only need to read 
back the color buffer in RGB format, and extract the first 22 bits to get the texture id 
and the lower 2 bits to get the level detail for the texture. 

If we do not have much textures and models, we can merge the above three render-
ing passes into two or one pass using a bit different encoding way. 

 
 

 

Fig. 4. Rendering in Wire-frame mode for Fig. 3 

 

Fig. 5. A Scene contains 573 facets and 29 textures 
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The following are some examples for data transfer from the server to its game cli-
ents. Our implementation is based on the open source WinBsp from [11]. It loads wad 
files and builds a BSP tree for the scene. The whole scene contains 8528 facets and 89 
different textures. By first clipping using BSP tree, only 856 facets and 36 textures 
need to be transferred for the scene in Fig. 3. And by the LOD properties of textures 
and applying our method, among the 36 textures, only 11 are in level A, 17 in level 
A+1, and 8 in level A+2. So the ratio reduced can be estimated by (11+17/4+8/16)/36 
= 43.75%. Fig. 4 shows the scene in the debug mode, and all the facets are rendered in 
wire-frame mode. For the scene in Fig. 5, there are totally 573 facets and 29 textures. 
For all the textures, 8 in level A, 10 in level A+1, and 11 in level A+2. So the ratio 
will be (8+10/4+11/16)/29 = 38.58%. 

Although our demo system is implemented using OpenGL, our method do not lim-
ited to a special Graphic API(OpenGL/DirectX), it is a general method. For example, 
in a Web environment, it can be implemented using Java/Java3D. 

6   Conclusion and Future Work 

The method has its shortcomings. It ignores the effects of reflection or refraction, or the 
global illumination. And it only considers the objects and textures that can be seen in the 
point of view. The objects that cast shadows in the current point of view may have zero 
or low visual importance, and might be never transferred to the client’s side. Further-
more the server has to be told the view of the client. In spite of the above shortcomings, 
it can still transfer scenes of significantly good quality within short time. 

In addition of overcoming above shortcomings, future work may include algo-
rithms on predicting the incoming models and textures. Texture segment transferring 
that transfers only parts of a texture is also a possible future work. 

Acknowledgment: we thank the anonymous author of WinBsp who kindly pro-
vides the source and data file for our implementation. 
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Abstract. E-commerce has rapidly grown with the advent of information and 
communication technologies. It has also become a promising field for applying 
VR and AI techniques. However, customers are not provided with the realistic 
shopping experience as they will enjoy in an actual store or mall. Therefore this 
paper proposes a multi-agent support for collaborative shopping systems by fo-
cusing on simulation and interaction. With combination of the sociality with a 
virtual environment, the proposed Easy Mall system cannot only imitate real in-
teraction among target customers who are favorable to the same products, but 
also support the communication between multiple avatars. The system is im-
plemented using VRML, intelligent agents and computer network technologies. 

1   Introduction 

With the rapid expansion of the Internet, E-commerce becomes more popular. Never-
theless, existing E-commerce applications on the Web provide users a relatively simple 
and browser-based interface to access available products. The customers are mainly 
kept separated as if he/she is in an empty shop. Thus, customers are not provided with 
the same shopping experience as they would enjoy in an actual store or mall [1]. 

In collaborative shopping, people can go to the virtual shopping mall along with 
relatives or friends. Multiple customers can join the collaborative session to commu-
nicate with each other.  In our paper the EasyMall system is presented to simulate the 
actual shopping experience through implementing the collaborative shopping based 
on creation of the multi-agent model in a virtual shopping mall environment. Multiple 
agents can search and recommend products according to the customer’s preference. 
Using an avatar chosen from a wide range of avatar identities, the customers can walk 
around the virtual environment, look over and manipulate the products that he is in-
terested in, and order goods through a secure transaction system. 

Our collaborative shopping system also creates the same virtual situation as in the 
real world: multiple customers can join and do the shopping together if it is found that 
they are looking for the products in the same products area. They can chat with each 
other, ask others’ suggestions and find the desired products more efficiently. 
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The remainder of this paper is organized as follows: after reviewing the previous 
work related to our research in Section 2, we give an overview of the system in Sec-
tion 3. In Section 4 we describe the fundamental technology in our collaborative 
shopping procedure. Implementation of collaborative shopping in EasyMall is pre-
sented in Section 5. Finally, we summarize the contributions with future research 
directions in Section 6. 

2   Related Work 

There has been a tremendous amount of previous work on creating a collaborative 
environment and interaction spaces across networks, with notable contributions from 
the fields of Computer Supported Collaborative Work, Groupware, and Computer 
Human Interaction [2]. In this section we briefly review the previous works that are 
related to our work. 

Shen [1] presented vCOM, a VRML and Java3D-based prototype, which permits 
users to navigate around virtual e-commerce worlds and perform collaborative  
shopping and intelligent searches with the assistance of software agents. Real-time 
interactions between the entities in this shared environment are implemented over the 
High Level Architecture (HLA), an IEEE standard for distributed simulations and 
modeling.  

Puglia [2] proposed a component-based architecture for collaboration that provides 
shared navigation of the WWW along with an EJB-based server implementation. As a 
particular application built on this architecture, they present Multi E-Commerce, 
through which multiple users can participate in virtual shopping trips among multiple 
shopping sites. Promondia [3] provided a client-server architecture, based on the dis-
tributed of applets, to support collaborative tasks such as text-based chat, shared 
whiteboards, voting and surveys, and implements a system where the interaction is 
limited to one Promondia server distributing page and services. 

 Our EasyMall system is a multi-server based on intelligent software agents [4], 
which uses blaxxun to implement the interaction between customers and the virtual 
environment. Its goal is to create an interactive virtual mall with integrated E-
commerce, agent technology and virtual reality. VRML and Java3D technology are 
employed to provide an avatar for each customer who can communicate with other 
avatars as well as products in a shopping mall and agents [5]. 

3   System Overview 

EasyMall system is based on the client-server architecture which supports collabora-
tive shopping. Basically, the collaborative shopping system can be divided into four 
layers as shown in Figure 1. 

Client Layer: As for the distribution of the shopping, every user in the client layer 
may collect items from the different merchant sites he is interested in. The locations 
the user is visiting are expressed in terms of the URLs of the 3D virtual environment 
he currently navigates from his terminal. 
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Fig. 1. An overview of the EasyMall system architecture 

Interaction Layer: At client site, the interaction layer provides the interaction inter-
face for every user. The browser based on Java3D or VRML mode offers some per-
formance advantages to users, such as choosing the avatar, chatting between avatars 
and controlling the roam of avatar, etc. 

Agent Engine Layer: The agent engine layer plays a critical role, which supports the 
communication of the collaborative shopping in virtual environments. The agent en-
gine layer contains two consecutive high-level processes: multi-agent and collabora-
tive management. In the multi-agent level, there are three agents: recommendation 
agent, database agent, and manipulation agent. A detailed description of these agents 
will be presented in Section 4.1. The collaborative management level is also included 
in the layer, which is composed of object ownership administrator, security and scene 
control. In Section 4.2, we will discuss these in detail. 

Server Layer: The server layer includes multiple merchant servers. Every merchant 
server stores the various products and merchants information. The agent engine layer 
communicates with the server layer in XML and accesses the related data.   

4   Agent-Based Collaborative Shopping 

In this section, we introduce the core module of the system. We start with explaining 
the main components of the intelligent software agents. Then, we describe the col-
laborative management and its components. 

4.1   Multi-agent Mechanism 

To offer accurate and required products that the customer wants to purchase, the 
EasyMall system uses intelligent software agents, which can provide the selection and 
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manipulation of the products to customer according to customers’ preference. During 
the procedure, database agent is also used to manage and manipulate varieties of data 
such as products database, sales database and customer profile data. The multi-agent 
framework is showed in Figure 2. 

 

Sharde UsersJava3D VRMLEAI

Manipulation
Agent

Selection
Agent

Selection
Agent

 

Fig. 2. Multi-agent structure 

 

Fig. 3. Star schema of a data warehouse for purchase 

In the following section we describe how the agents guide customers to purchase. 

4.1.1   Database Agent 
In current E-commerce, the most popular data model for a data warehouse is a multi-
dimensional model. Such a model can exist in the form of a star schema, a snowflake 
schema, or a fact constellation schema. 

Figure 3 shows the star schema which is used in the EasyMall system. Purchasing 
is considered from four dimensions, namely, products, time, customer, and merchant. 
The schema has a central fact table for purchase which contains keys to each of the 
four dimensions. To minimize the size of the fact table, dimension identifiers (such as 
time_key and merchant_id) are system-generated identifiers [7]. 

In the star schema, only one table represents each dimension, and each table con-
tains a set of attributes. For example, the customer dimension table contains the  
 



 Design and Implementation of a Collaborative Virtual Shopping System 313 

 

attribute set {id, name, age, gender and hobby}. In order to divide customers into 
different groups and recommend products to target group, we design database agent 
based on the star schema so that it can satisfy the need to understand the behavior of 
business units such as customers and products. 

Database agent stores all information concerning the customer profile, the purchase 
history records, virtual environment including characteristic of avatars, the history of 
their encounters with other avatars and the clicks of customer, so that the customers 
can not only be recommended the favorable products but also be presented with in-
formation about the current situation and encounters made by the avatar in the virtual 
mall when the customer logs in and chooses his/her avatar. 

4.1.2   Product Selection Agent 
When the customers login the EasyMall, they get across overwhelming information 
and look for help in making selection from many products.  In dealing with this prob-
lem, the product selection agent is built to retrieve product information that really 
interests the customers. Two kinds of products recommending methods are adopted in 
the product selection process. For products that the customers often purchase, there 
exist a lot of customer profiles such as the previous buying behavior, the browsing 
history, and personal information about a particular customer. At the same time, expe-
riential knowledge about customers plays an important role in the product selection 
agent since the customer has his specialized knowledge on the products and thus gives 
some appropriate specifications. According to the characteristic of this type of prod-
uct, the module employs an interactive means to evaluate and recommend such  
products. 

On the one hand, the interactive interface is developed to offer guidance by enquir-
ing goal-directed questions and present product alternatives to help the customer de-
cide [11]. Here, the features in the interactive interface are the keywords associated 
with a product, available from the on-line database. In the interactive mode, custom-
ers can evaluate degree of interest for each feature from his experiential knowledge. If 
the customers are not satisfied with the search products, the agent can also offer the 
customers to modify the search result by modifying some features until they find the 
optimal products. 

On the other hand, customer information can be obtained by monitoring the cus-
tomer activities during the navigation of a certain product area and by recording the 
contents the customer has read. Using the customer information, the statistic methods 
can further analyze the importance degree of each feature’ value for the same kind of 
products according to different customers’ preference in order to conclude what prod-
ucts meet the customer’s requirements.  

Unlike the above method, for the products such as TVs or mobile phones that a 
typical consumer does not purchase often, there may not be enough information to be 
analyzed. To deal with this type of products, the agent requires the customers to 
manually rate a few products according to his preference. Once the rated products 
have been collected, the combination of the genetic algorithm (GA) with k nearest 

neighbor ( NNk − ) technologies is adopted to match customer interests.  
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4.1.3   Product Manipulation Agent 
As to the manipulation agent, it allows customer to control an avatar to do some mo-
tions so as to inspect the products he/she chooses through the animation playing in a 
third person view point or operate products with the first person viewpoint. Product 
manipulation agent is also used to control the behavior of objects. When the avatar 
picks up a product, he can look over the product from different angles and can also 
read the relevant information about the product through text, image and video. 

For example, when an avatar enters the clothing zone, she can select the favorable 
product and try it on. If she is not satisfied with the color or texture of the skirt, the 
product manipulation agent can help her to change the texture based on the texture 
morphing method [8] (depicted on Figure 4). 

 

 

Fig. 4. Simulating results of a skirt 

4.2   Collaborative Management 

The collaborative management is the central of the collaborative shopping system. 
The current virtual market places often lack the emulation of the social interaction 
factors [6]. So our system combines the sociality with virtual environments. The cus-
tomer chooses his/her avatar representative by registering information, and changes 
the role from “hollow-man” to human. The customers may “walk” and select products 
in the virtual environment by avatar, they can also invite other avatars or accept invi-
tations from other avatars. 

The collaborative management allows the customers to manipulate the products in 
a natural manner such as a customer selects T-shirt from the costume area. In the 
following section, we will introduce the components of collaborative management. 

4.2.1   Object Ownership Administration 
In the procedure of collaborative shopping, the first thing we need do is the ownership 
of object. The collaborative management module provides the ownership core based 
on mutex lock mechanism for exchanging attribute ownership among multiple avatars 
in the distributed virtual space so as to ensure that only one avatar at a time has access 
to the product. In the following, the Pseudo code of dealing with the mutex lock is 
given: 
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Pthread_a mutex; //definition of the mutex semaphore 

Pthread_mutex_init (mutex, mutexattr); //initialize the mutex variable, 
the first parameter is the variable that will be initialized; the second 
parameter is the attribute of the mutex variable. 

Pthread_mutex_lock (mutex); //lock the mutex variable 

Pthread_mutex_unlock (mutex); //unlock the mutex variable 

The mutex lock mechanism can only allow one avatar to handle the object, once the 
object has its owner; other avatars exclusively manipulate the attributes of an owned 
object (such as orientation and location). If another avatar attempts to operate the 
object, he is added in the waiting queue until the ownership of object is released. For 
instance, when an avatar clicks the T-shirt that he wants to operate, he/she first needs 
to request the ownership of object by using the ownership core. If the ownership of 
the T-shirt has already been distributed, the avatar has to wait until the ownership is 
given back. Then, ownership core assigns the ownership to the avatar that is in the 
waiting queue according to the priority and waiting time. After the avatar puts the T-
shirt back, the module releases the ownership to its original owner. 

4.2.2   Security 
The security, another crucial model, is responsible for controlling the privacy of cus-
tomers and merchants. In fact, the collaborative shopping in virtual environments is 
done through the interaction of remote objects between the client layer and server 
layer. In the system, we use Java and Java3D to implement the object remote control. 
The problem we encounter is due to restrictions imposed by the Java security model 
on remote access to an applet. Firstly, the absence of support for multiple inheritances 
in Java makes it impossible to have an applet, which already inherits from the Java 
Applet class and extends the Unicast Remote Object (which is necessary to make an 
object remote). Secondly, preventing the server layer from opening a separate socket 
to actively “write” on a remote object bound to the applet is another server security 
obstacle. The problem is that an applet may not open a server socket to listen to re-
quests from the arbitrary hosts [2]. 

As to privacy, we use the security model to allow the mechanism to degrade or en-
hance the customers and merchants’ privacy. On the one hand, the security model 
enables the possibility to provide anonymity to customers since it can prevent cookies 
and other private data from being transmitted to the merchants, acting as a filter be-
tween the two. On the other hand, the information that is available to the security 
model related to customer identity, preferences and shopping habits will be of great 
value to merchants and vendors. 

4.2.3   Scene Control 
Traditional distributed systems are based on a central server model. In this model 
clients communicate with a central server, which manages the entire system and in-
forms clients of any updates and changes in the state of avatars and objects. Clients 
only communicate with the stand-alone server, which contains the entire scene data-
base and tracks all objects of interest within the system [9]. Especially, in large virtual 
worlds the number of objects that require certain synchronization or update messages 
to be transferred over a network can slow down the interaction of the individual user 
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with the shared world in an unreasonable way [2]. A solution for this problem is the 
subdivision of large virtual worlds into several regions or zones [10]. 

For the collaborative shopping environment, we partition the virtual environment 
into several separate areas. Each of the areas in the virtual environment has its own 
boundary and world coordination. In our approach, we use the Proximity Sensor of 
VRML to track the avatar’s coordination. The coordination is represented 
by [ ]ZYXQ ,,, , where Q  represents the id of certain shopping area which the avatar is 

in, ( )ZYX ,, represents the avatar’s position information in the shopping area. For 

example, when an avatar walks inside the boundary of T-shirt area, the sensor trans-
mits the information to scene control model, so it refreshes and synchronously up-
dates the corresponding data on the participating avatar. 

5   Implementation of Collaborative Shopping 

We implemented a multi-user collaborative shopping virtual environment by using 
VRML, Java3D, intelligent agents and computer network technology. In our system, 
we provide the user with simple and efficient navigation tools to visit the multiple 
virtual malls (depicted in Figure 5). The EasyMall system provides the multi-agent 
model to allow the avatar to communicate with the intelligent guider. When custom-
ers enter the virtual mall, the intelligent guider helps customers find out what they 
really want. The customers can simply identify the type of products they need by 
describing the features or specific functions of the products. 

Customers may interact with other avatars in the shopping procedure. If two ava-
tars meet in a T-shirt store, they will start a synchronous communication with each 
other by the text-based chatting and discuss their current hobby or exchanging their 
advice on the same T-shirt. Besides chatting, the customers can join and do the shop-
ping together, as it is done in the real life. If they have noticed that they are looking 
 

    

    

Fig. 5. Multiple virtual malls (Entrance, Products Selection Area, Garment Area and Furniture 
Area) 
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(a) Customer a in hall                                 (b) Customer b in hall 

    
(c) Customer a in T-shirt store                       (d) Customer b in T-shirt store 

Fig. 6. Collaborative shopping in EasyMall 

for goods within the same category, they could talk to each other, ask the others’ 
opinions which will more effectively help the customers find and choose the desired 
goods [2]. Figure 6 shows an example in the EasyMall system where two avatars 
collaboratively buy a T-shirt. The female avatar finds a beautiful T-shirt, shows it to 
the male avatar and asks his opinion. 

6   Conclusion and Future Work 

We have presented EasyMall, a system aimed at supporting collaborative shopping 
based on intelligent agents in virtual environments. With the creation and application of 
the 3D virtual shopping mall, the customers may simulate the shopping experience in a 
real world by avatars. We have integrated virtual reality and intelligent systems tech-
nologies into E-commerce to generate a collaborative shopping prototype system. The 
prototype not only imitates realistic communication among special customers who are 
favorable to the same products, but also provides human-like interactive interfaces. 

Our future work is to design a virtual memory with the smart object technology to 
implement multiple avatars’ autonomic behaviors in virtual environments, which can 
improve the performance of collaborative shopping. In addition, we will concentrate on 
improving the efficiency of recommendation and the avatars with affective expression. 
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Abstract. With Digital Virtual Human as a foundation, a distance education 
prototype system is presented in the paper. The implementation methods of two 
key technologies in the system are proposed and described. One is to manage 
Digital Virtual Human mass data based on data grid technology, and the other is 
to support group collaborations with application collaboration tools. A case study 
is used to show the validity and feasibility of the system. 

1   Introduction 

Since the appearance of Computer Supported Cooperative Work (CSCW) it has been 
applied to many application areas, among which distance education is a typical one. In 
this paper, with Digital Virtual Human as a foundation, a distance education prototype 
system has been built in local area network. 

Digital Virtual Human stands for the newest achievement of the combination of 
medicine and computer science. The total amount of its datasets is already measured in 
terabytes [1,2]. Furthermore the researchers that need to access and analyze these data 
are almost geographically distributed. Both of them result in complex and stringent 
performance demands that are not satisfied by any existing data management 
infrastructure. Data grid technology enables coordinated sharing of heterogeneous 
distributed storage resources and digital entities based on local and global policies 
across administrative domains in a virtual space [4-7]. Having been witnessed a 
booming development since its emergence, data grid has gradually become a new way 
to manage mass data. 

Another crux of establishing such a system is application collaboration to support 
direct interoperation among group members, because the segmentation and registration 
of Digital Virtual Human images have not yet been accomplished completely 
automatically. Existing collaboration tools like whiteboard support simple interactions 
among members through some multimedia means, but it is helpless in modifying on 
operating results. Application sharing tools excel the whiteboard by covering this 
function, but only one member is allowed to perform operations at a moment. Direct 
interoperations, especially comprehensive group collaborations cannot be obtained. So 
in the proposed system, our previously developed software for image segmentation and 
registration is upgraded to redirect to be an application collaboration tool. Next we will 
give our system a detailed description. 
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2   System Functions and Structure 

2.1   System Functions 

Fig. 1 shows the main interface of the system, which is composed of tools area, text 
area, graphics area and student list. The system provides rich tools including mass data 
management, graphics tools and speech tools etc, realizes functionalities such as 
synchronous or asynchronous teaching, discussing, checking and tutoring. In the “text 
area”, a group members list is displayed which supports communication among 
members; images and operating results of teachers or students are shown in the 
“graphics area”; as to “student list”, it lists all on-line students, through which teachers 
may learn current students’ status. For instance, the student ‘John’ shown in red (Fig. 1) 
indicates that he is communicating with his teacher now. In Section 4, coupled with an 
example the system functions will be introduced in more detail. 
 

  

Fig. 1. Interface of our prototype system 

2.2   System Structure 

Our prototype system contains teacher module, student module, service module, and 
storage system, as shown in detail in the following. See also Fig. 2. 

• Through interaction interface, teachers or students use application collaboration 
tools, and their cooperation commands are transferred to the service module; 

• Service module analyzes and processes received commands: 

Graphics Area 

Student List 

Text Area 
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Fig. 2. The structure of the prototype system 

−  “Concurrent Control” is responsible for lining commands to ensure an ordered, 
integrated and consistent processing of them 

− “Command Interpreter” is responsible for analyzing received commands to 
classify them into data access operations or group communication ones 

− “Mass Data Management” is responsible for managing mass data and performing 
data access  

− “Middleware” is responsible for transferring data between heterogeneous 
networks or systems 
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− “Group Management” is responsible for establishing and managing groups, for 
instance, to add or remove a member from a group 

− “Synchronous Forward” is responsible for transmitting messages to group 
members in a synchronous way 

− “Asynchronous Notification” is more complicated than Synchronous Forward. In 
this mode, each member is allowed to leave or return at any time. The 
“asynchronous notification” has to make sure that before he continues his work, 
he can receive all messages sent by the other members during his absence 

• File system and database system is responsible for storing mass data in a distributed 
way. 

3   Solutions to Key Technologies 

3.1   Management of Mass Data 

The resources covered by our prototype system take on characters of large dataset size, 
geographic distribution and heterogeneity, which challenges existing data management 
methods. It is inevitable to seek for a new technology that should provide a convenient, 
efficient and safe solution [3]. Motivated by these considerations, we put forward a data 
grid-based mass data management method for Digital Virtual Human datasets. Fig. 3 
shows the structure of the mass data management module. 

Several main components of the Figure 3 are described below:                

− Storage resource allocation 

A straightforward allocation tactic is adopted here. Firstly all the available Digital 
Virtual Human datasets are divided into original datasets and derived datasets. The 
former is allocated to the servers in local area network, while the latter to PC nodes. By 
this way, all storage resources belonging to the grid are linked together to form a virtual 
storage environment, which enables a full utilization of resources.  

− High speed data access 
It can be achieved through three ways: 

a. Metadata: Metadata aggregates information of grid users, nodes and data 
resources. It is designed to be application-specific which facilitates quick 
resources locating and provides a strong support for data query and data access. 

b. Data Compression: Original datasets are compressed to reduce their size in 
order to shorten transfer latency and increase data transfer efficiency. 

c. Replica: Replica mechanism means distributing several replicas of same 
datasets on multiple grid nodes, which saves data transfer time by accessing data 
according to “Nearest Access” policy [7].   

− Data transfer between distributed, heterogeneous systems by virtue of middleware 
technology 
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Fig. 3. The structure of mass data management module 

Middleware technology eliminates obstacles for information exchange between 
lower heterogeneous environments and provides application programs a relatively 
stable development environment. Consequently this technology is introduced here to 
solve our problem of transferring data between file systems and database systems or 
different networks, which would lessen our development work in a great deal. 

The combination of above technologies enables us to realize a uniform management 
of distributed, heterogeneous mass data. 

3.2   Implementation Methods of Application Collaboration Tools 

The graphics tool of the prototype system stems from our previously developed nerve 
image processing software. To support cooperative work, the original version of the 
program is upgraded in several aspects that are discussed below: 
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- Capture group members’ input commands through keyboard or mouse;  
- Trace and find how these commands response in the program and locate the 

position where they are stored; 
- Through synchronous forwarding or asynchronous notification, transmit these 

input commands to the same position of each group member’s node, and make 
them perform the same operation as the sender does to make sure all members can 
view the same results. 

- Allocate different colors to different group members, so each member’s operating 
results can be displayed with his assigned color, which would increase 
collaboration perception among collaborators. 

- To provide stronger support for collaboration work, other collaboration tools, such 
as speech tools, can be integrated into the system. 

- “Member List” lists all group members. According to different demands, 
subgroups can be built timely and dynamically to perform discussion and 
communication on some specific topics. 

4   A Case Study 

In this section a case study is presented to illustrate how the prototype system works. 
Image segmentation and registration have always been an important but difficult job in 
the Digital Virtual Human modeling process. Take brachial plexus as an example, due 
to its complicated network topological structure (Fig. 4.a), pure automatic operations 
can impossibly generate absolutely correct results [8]. Both large amounts of tiny nerve 
bundles on nerve slices and complex nerve structures toughen the manual segmentation 
and registration operations and make it an ardent job. So we adopt a collaborative way 
to ensure validity and efficiency of the work.  

Next, coupled with system functions, a whole “nerve image segmentation and 
registration” teaching process is described step by step. 

4.1   Fetch Data 

Firstly, the teacher starts the “data management” tool to download needed nerve slices 
from the grid to his local disk (Fig. 5). Then, the data are forwarded to all group 
members to make sure that every student would own the same copy. Next the nerve 
segmentation and registration is divided into two steps: 

Step 1: Extract nerve contours on each slice by use of watershed-based algorithm, 
which would generate a series of binarized images (Fig. 4.b). 

Step 2: Perform image registration on segmented images. That is to correspond 
nerve contours on adjacent slices to be ready for later three-dimensional reconstruction 
(Fig. 6). 

During this process, each operation of the teachers and his corresponding speech 
explanation are bound together to be forwarded to all students. Then the students’ 
nodes execute received commands automatically and result in the same output, which 
enables synchronous teaching and learning like in traditional classrooms. 
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a. one of nerve slices b. segmented results 

Fig. 4. One of nerve image slices 

 
 

Fig. 5. The interface of the mass data manag- 
ement system 

Fig. 6. One of the nerve correspondence re- 
sults 

4.2   Check and Tutor 

Automatic operations cannot guarantee a 100-percentage correctness and wrong 
contour matches have to be corrected by human intervention. Under this circumstance, 
the teacher may appoint students to perform contour correspondence. That is to cancel 
those incorrect matches and give contours right connections manually. Taking 
characters of tutoring and work efficiency into consideration, this tutor function is 
implemented in an asynchronous way. Each operation of the students is sent to the 
teacher’s node and saved in a settled buffer. When the teacher wants to check a student, 
he fetches the student’s operations from the buffer and executes them. The graphics 
tool will facilitate the teacher to view the results and judge whether they are correct. If 
errors exist, he can communicate with that student through text or speech tool, point out 
his mistakes and help him to correct them. 

4.3   Discuss 

The teacher may arrange students to do some discussions to deepen their understanding 
of knowledge. During this process, discussions either between teachers and students or 
among students are allowed. Under this condition, both groups and group members are 
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changed dynamically. Application collaboration tools support direct interoperations 
among group members. Each one’s operations would be forwarded to his group 
members and be executed on their nodes. Besides graphics tools, speech or whiteboard 
tools are also very important in supporting communications among group members. 

In summary, during this whole teaching and learning process, both geographic 
distribution of teachers and students and heterogeneity of different platforms would 
possibly lead to data format mismatch or inconsistency. Consequently, middleware 
plays a critical role in shielding diversities of lower heterogeneous structures. 
According to system characteristics and requirements, it transforms data into 
corresponding format automatically, which enables a smooth information exchange 
between teachers and students.  

5   Conclusions 

In this paper, a Digital Virtual Human distance education prototype system is 
presented, which combines Digital Virtual Human model and distance education 
together and provides rich teaching means. Aiming to two key problems of the 
system-mass data management and application collaboration, corresponding solutions 
are proposed and developed. In order to store and manage Digital Virtual Human mass 
datasets effectively, data grid technology is introduced. It integrates distributed, 
heterogeneous storage resources into a virtual storage environment and provides 
efficient, safe and transparent data management methods, which facilitates data access 
in a great deal. Through upgrading existing nerve image processing software, the 
application collaboration among group members is realized, which provides stronger 
support to the distance education process.  

The prototype system in local area network proves the validity and feasibility of the 
Digital Virtual Human distance education system, which lays a good foundation for our 
future work. Next this prototype system will be improved and spread from local area 
network to a wide area network.   
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Abstract. Due to increased complexity and flexibility of processes and lack of 
modelling information, workflow processes are not always defined completely 
before their execution. Support for incompletely specified processes which re-
quire on-the-fly articulation of processes has become a desirable feature of 
workflow management systems. Unfortunately, this aspect is rather weak in 
contemporary workflow research. This paper reports innovative research on in-
completely specified process support carried out in the context of SwinDeW, a 
peer-to-peer based decentralised workflow system. In order to extend the 
SwinDeW architecture and system functions seamlessly for supporting incom-
pletely specified processes, a hierarchical process modelling and execution ap-
proach is presented in this paper. This approach supports stepwise elaboration 
of incompletely-specified processes on-the-fly. Further elaboration of a process 
is innovatively modelled as essential steps towards the process goal, thus being 
scheduled to execute as ordinary tasks.   

1   Introduction 

Workflow Management Systems (WfMSs) provide automated support for business 
processes, through the use of software. Over the past decade, as a solution to business 
process management, workflow technology has attracted intense attention from both 
researchers and practitioners and experienced tremendous growth. The adoption of 
WfMSs has, consequently, brought direct and indirect benefits such as reduction in 
costs and flow times, increase of quality of service and productivity, and so on. Al-
though workflow research and practice have reached a certain degree of maturity, 
some severe problems remain unsolved. More specifically, the inappropriate use of 
the client-server architecture which provides centralised workflow coordination, and 
the lack of ability to support incompletely specified processes (incomplete processes 
for short) have become two major obstacles to the wide deployment of workflow 
technology in the real world. As a consequence, two growing trends of workflow 
technology have been observed. One is to build workflow management systems in a 
genuinely distributed way to reflect workflow’s inherently distributed feature more 
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naturally. The other is to develop enabling techniques and mechanisms for support of 
incomplete processes.  

Many efforts have been devoted to addressing issues related to the first trend, from 
adding more distribution to client-server based workflow systems to adopting new 
computing technologies such as peer-to-peer (p2p) technology [2] for workflow sup-
port. In particular, the authors have conducted intensive research aiming at combining 
workflow and p2p technologies to offer decentralised workflow support. An innova-
tive workflow approach, known as SwinDeW (Swinburne Decentralised Workflow) 
[12, 13], has been presented to support completely specified processes (complete 
processes for short) in a p2p environment. Regarding incomplete process support, 
although some preliminary work has addressed the problems initially from the process 
modelling perspective, system coordination support for incomplete processes has 
been unreasonably ignored. Moreover, to the best of the authors’ knowledge, no re-
search has been carried out in addressing these two aspects jointly. 

The distinct research reported in this paper was carried out in the context of the 
SwinDeW project. The major focus of this paper is to address the issues of incomplete 
process support in a p2p-based decentralised workflow environment from a system 
coordination viewpoint. To enable this, the following specific requirements for 
SwinDeW are raised: (1) An incomplete process definition needs to be divided into 
task partitions and task partitions need to be distributed to and stored by relevant 
peers properly. An incomplete part of a process should be allowed to instantiate be-
fore execution. The workflow represented by an incomplete part of a process should 
be allowed to be allocated to peers; and (2) Run-time incomplete process support 
needs to be carried out in a decentralised environment so that on-the-fly process 
elaboration can be performed at the right time and the right place by the right partici-
pant. Accordingly, in this paper, an innovative hierarchical workflow modelling and 
execution approach is presented, which allows for incomplete process specification at 
build-time and on-the-fly process elaboration at run-time. 

The rest of this paper is organised as follows. Section 2 introduces SwinDeW 
briefly, including its decentralised system design and corresponding mechanisms 
supporting complete processes. In Section 3, the approaches to support stepwise proc-
ess modelling and execution in the SwinDeW decentralised environment are pre-
sented. Section 4 then uses a research project as a sample to illustrate the authors’ key 
ideas. After that, major related work is introduced in Section 5. Finally, Section 6 
concludes the paper with the authors’ contributions and outlines the authors’ future 
work. 

2   Background 

As the traditional client-server based centralised architecture has faced more and more 
challenges in supporting workflow systems properly, p2p-based workflow systems 
have been recently recognised as one of the most strategic future directions for work-
flow research [4]. Based on the rationale that p2p reflects decentralised workflow 
much more naturally than client-server, the authors have presented an innovative 
SwinDeW workflow approach. This approach aims at investigation of process support 



330 J. Yan, Y. Yang, and G.K. Raikundalia 

 

technologies for decentralised workflow systems based on the p2p, rather than client-
server, distributed system architecture.  

As shown in Figure 1, the novel framework of SwinDeW implies the presence of 
neither a centralised data repository for information storage, nor a centralised work-
flow engine for coordination [12, 13]. The system is defined as four layers. The top 
layer is a set of workflow participant software (WfPS) which defines the application-
oriented semantics to fulfil workflow functions. Core services of the workflow system 
are provided at the service layer. The data layer consists of data repositories (DRs) 
which store workflow-related information such as process definitions and instance 
information. The communication layer facilitates direct communication among work-
flow participants.  

 

 
Fig. 1. Decentralised framework of SwinDeW 

 
The basic working unit, known as a peer, consists of a WfPS and a set of data re-

positories. In most cases, each peer resides on a physical machine and is associated 
with a workflow participant. On behalf of the associated workflow participant, each 
peer is able to communicate with other peers directly to carry out functions. Given 
essential information and authority, a peer is a self-managing, autonomous entity 
whose ability to work both independently and collaboratively differentiates it from a 
client in the client-server architecture. 

At build-time, the distinct data storage philosophy proposed in SwinDeW is named 
as “know what you should know” [12, 13], which is proposed in contrast to the con-
ventional approaches in which each participant involved in a process knows either 
nothing or everything. Process definition data in SwinDeW are divided into a set of 
individual task partitions, each of which represents a single task in the context of the 
process. Thereafter, individual task partitions are distributed to relevant peers based 
on capability matching so that process definition data are stored in a distributed man-
ner. By doing so, peers in the system have partial and essential knowledge, which 
enables them to collaborate in order to fulfil all the key functions of workflow  
execution. 
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Regarding run-time functions, SwinDeW mainly focuses on the issues of process 
instantiation and instance execution [12, 13]. The phase of process instantiation cre-
ates various task instances and determines performers of these task instances through 
peer coordination. All task instances are finally created at dispersed locations by peers 
actually performing them. Therefore, a process instance is represented by a network 
of peers performing various tasks in a certain order. Correspondingly, the execution 
of a process instance does not rely on a centralised engine to perform coordination. 
Peers communicate with one another to exchange control information and application 
data during process enactment. As each peer has knowledge about the task it is re-
sponsible for and its predecessor and successor peer(s), it can act independently to 
carry out different types of functions properly such as determining from whom they 
should receive notifications and data, when to start working, to whom they should 
pass work, and so on. In this way, the work is passed from one participant to another 
directly as predefined. 

The above framework and mechanisms are designed to support complete proc-
esses. For demonstration and proof-of-concept purposes, a JXTA-based prototype has 
been implemented and the results so far are promising. The next logical step is to 
extend these mechanisms seamlessly for incomplete process support with unique 
features due to the p2p infrastructure. Some initial work of the authors is reported in 
[11, 12]. 

3   Hierarchical Process Modelling and Execution 

To extend SwinDeW for supporting incomplete processes with on-the-fly task de-
composition, a multi-tiered process modelling and execution approach is first pre-
sented in this section. Then, task decomposition is discussed. Finally, mechanisms for 
task execution are given. 

3.1   Hierarchical Modelling Approach 

Modelling workflow means representing work activities in relation to each other. The 
classical approach in this view is best represented in “Hierarchical Task Analysis” 
(HTA) [7], where a workflow is described as a hierarchical structure of tasks and sub-
tasks. In the real world, modelling of non-trivial processes is normally not a one-off 
occurrence and may experience several rounds. Initially, a process is defined as a 
network of tasks.  Some of these tasks, known as atomic tasks, represent the smallest 
executable units of work. Normally, these tasks can be specified clearly and com-
pletely. Some other tasks, on the contrary, are simply modelled as black boxes with 
intakes and outtakes.  Although each of these tasks, known as composite tasks, has a 
pre-determined contribution to the overall process, how a task is fulfilled remains 
uncertain for the time being. In most cases, a composite task represents a unit of work 
which is fulfilled by executing a set of sub-tasks. These sub-tasks, each of which can 
be either atomic or composite, are also partially ordered, forming a sub-process. Thus, 
a process is defined at multiple levels of abstraction. The process specification at a 
higher level of abstraction contains composite tasks which need to be decomposed in 
the process definition at a lower level of abstraction. Evidently, this approach adopts a 
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hierarchical modelling mechanism. Further process modelling work is to convert 
composite tasks into sub-processes. Hence, process modelling is carried out in a 
stepwise manner. Figure 2 depicts this top-down hierarchical modelling approach. 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. The hierarchical modelling model 

This approach rationalises the modelling work and reflects human’s behaviours 
naturally, especially when the process is complex and the modelling information is 
insufficient. In addition, this approach also provides multiple-level process reusability 
because multiple rounds of modelling generate multiple, reusable, model fragment 
drafts. A process model at a higher level of abstraction can be reused to generate 
various process templates at a lower level of abstraction. This feature allows the 
workflow system to deal with flexible workflow processes. Process instances with 
variations can be derived from the same process model at a certain level of abstraction 
and inherit some common features of the model. 

3.2   Task Decomposition 

To extend SwinDeW, a special managerial task, known as a decomposition task, is 
designed. Each decomposition task is associated with a composite task and in charge 
of the decomposition of this task. Figure 3 shows a decomposition task (Decom) and 
its position in the process where Pre and Succ indicate the preceding and succeeding 
tasks. The associated composite task, Compo(Tn), in Figure 3 is finally decomposed 
into a sub-process which consists of sub-tasks tn,1, tn,2, tn,3 and tn,4. The textual descrip-
tion of a decomposition task is as follows: 

• Description: A decomposition task decomposes the associated composite task at 
run-time into a sub-process consisting of a set of partially ordered sub-tasks, each 
of which can be either atomic or composite. 

• Responsibility: A decomposition task is carried out by an authorised person with 
special skills to model processes, such as a process engineer or a project manager. 

• Inputs: The inputs of a decomposition task are very flexible. Normally, a decompo-
sition task may take the outputs of the preceding tasks of the associated composite 
task, as its inputs. In addition, a decomposition task may have other inputs such as 
available resources, historical experience, specifics of the process, and so on. 
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• Output:  The single output of a decomposition task (as an input of the composite 
task) is a detailed description of a sub-process, which is equivalent to the associ-
ated composite task in terms of the contribution to the overall process. 

• Incoming control: A decomposition task receives notifications from the preceding 
tasks of the associated composite task upon their completion. 

• Outgoing control: A decomposition task notifies the associated composite task 
upon its completion. 

 

 
Fig. 3. A decomposition task and the associated composite task 

Clearly, a decomposition task forms an AND-JOIN structure with the preceding 
tasks of the associated composite task. This is because the decomposition work should 
be completed before the execution of the composite task. Normally, a decomposition 
task should be carried out before the preceding tasks of the composite task are fin-
ished. This kind of decomposition is regarded as a “pull” model where a composite 
task is decomposed in advance. Hence, once the work is passed to the composite task, 
the sub-process resulting from the decomposition can be enacted immediately. How-
ever, in the worst case, the decomposition depends on the up-to-date status of process 
enactment and the peer associated with a decomposition task only starts when the 
preceding work has been done. This is the reason why a decomposition task receives 
the notifications from the preceding tasks of the composite task (see Figure 3). This 
kind of decomposition is regarded as a “push” model where the enactment of a de-
composition task is triggered passively and may block the whole process. 

With the support of the decomposition task, the definition of the composite task is 
temporarily stored together with the definition of the associated decomposition task, 
i.e., at those peers that are associated with authorised participants. As a result, the 
instantiation can be done with the same mechanism for atomic tasks. On behalf of an 
authorised person, a peer will create an instance of a composite task when required. 

3.3   Task Execution 

To enact a decomposition task in an organised manner, the associated peer may moni-
tor the progress of process enactment through communication with other relevant 
peers and take various inputs into account. Additionally, analysis and modelling tools 
might be used to facilitate the decomposition performer. After the completion of a 
decomposition task, the associated peer notifies its single succeeding peer, i.e., the 
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peer associated with the composite task, and transmits an updated task description to 
advise the specifics of the composite task. The composite task is eventually enacted 
according to the updated task specification. 

Once a composite task is decomposed into a set of sub-tasks, each sub-task is exe-
cuted by a capable peer. Thus, the fulfilment of a composite task, i.e., the execution of 
sub-tasks, is achieved through coordination among relevant peers, including the peer 
creating the instance of this composite task and the peer(s) carrying out the sub-tasks. 
As a result, based on Figure 3, the peer network of the present instance is converted, 
as shown in Figure 4 where Ppre is a set of peers who execute the preceding tasks of 
Tn; Psucc is a set of peers who execute the succeeding tasks of Tn; Pdecom is the peer 
who executes the decomposition task; and Pn, Pn,1, Pn,2, Pn,3 and Pn,4 are peers who 
execute Tn, tn,1, tn,2, tn,3 and tn,4, respectively. 

 

 
Fig. 4. Conversion of peer network for present instance 

Decomposition can be performed at both the instance and process levels. Instance-
level decomposition represents a provisional change and only takes effect in the pre-
sent instance. Allowing instance-level decomposition reflects the fact that a flexible 
process may have multiple, variant instances. Each of the instances fulfils the com-
posite tasks in a different way. On the contrary, process-level decomposition repre-
sents a permanent change to the workflow model and will be applied to all the in-
stances created in the future. Permanent change is always associated with process 
evolution.  

Instance-level decomposition is relatively simpler to handle, as the description of 
the sub-process is valid once only. In this case, peers Pn, Pn,1, Pn,2, Pn,3 and Pn,4 simply 
use the local temporary client-server architecture to satisfy coordination requirements, 
where Pn acts as the server and Pn,1, Pn,2, Pn,3 and Pn,4 act as the clients. All the in-
stances of the sub-tasks are created at peer Pn, and presented to Pn,1, Pn,2, Pn,3 and Pn,4 
via a work list. Again, the selection of each of Pn,1, Pn,2, Pn,3 and Pn,4 is dynamic and 
negotiation-based. However, peers performing sub-tasks do not have direct interac-
tions. Scheduling of the execution of the sub-tasks is done on the server side because 
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the logical structure of the sub-process only resides on Pn. This approach eases the 
implementation and management of sub-tasks because the client-server architecture 
reflects logically the hierarchical relationship among the peers. At the same time, this 
local centralisation does not have many side-effects because centralised coordination 
only occurs in a small scope temporarily.  

Process-level decomposition is more complicated. To reuse the sub-process defini-
tion to create instances later, process data should be refreshed at the process level. 
The definition of sub-processes should be distributed properly and the existing proc-
ess repositories of relevant peers may need to be updated. In addition, to execute the 
present instance properly, the network of peers should be reconstructed properly to 
reflect the changes. Using the composite task in Figure 4 as an example, execution of 
the decomposition results in a process-level conversion from Tn to tn,1, tn,2, tn,3 and tn,4. 
The consequent operations of a process-level decomposition are described as follows: 

(1) The model of the sub-process, created by Pdecom, is passed to Pn; 
(2) Pn acts as the definition peer to partition and distribute the definition of the sub-

process, with the mechanism discussed in [12, 13]; 
(3) Pn instructs the relevant peers to create an instance of the sub-process, with the 

mechanism discussed in [12, 13]. The network of peers which consists of Pn,1, 
Pn,2, Pn,3 and Pn,4 is the result of this instantiation;  

(4) Pn advises Ppre to interact with Pn,1 directly instead of contacting Pn; 
(5) Similarly, Pn advises Psucc that Pn,4, instead of Pn, will interact with Psucc directly; 

The above steps convert the peer network of the present instance. The following 
steps will update the process repositories of relevant peers: 

(6) Peers in Ppre update their process repositories of the new sub-process model. 
Namely, the post-conditions of the corresponding tasks are changed. Besides, 
peers in Ppre also propagate this update to other capable peers which have the 
relevant process definition, and let them know about this change;  

(7) Similarly, peers in Psucc update their process repositories of the new sub-process 
model. Namely, the pre-conditions of the corresponding tasks are changed. Be-
sides, peers in Psucc also propagate this update to other capable peers which have  
the relevant process definition, and let them know about this change;   

(8) Pn deletes the definition of Tn and propagates this deletion within the correspond-
ing virtual community because task Tn no longer exists for future instances; 

(9) Similarly, Pdecom deletes the definition of the decomposition task and propagates 
this deletion within the corresponding virtual community because the decomposi-
tion task no longer exists for future instances. 

After discussing the support for incomplete composite tasks, incomplete atomic 
tasks can be handled in a similar way. The assumption is that an incomplete atomic 
task can be treated as an incomplete composite task in SwinDeW. This is justifiable 
because an incomplete atomic task can always be grouped with other relevant tasks to 
form an incomplete, controlled, composite task naturally. These tasks are component 
tasks of the formed composite task. Another reason to use incomplete composite task 
support for incomplete atomic tasks is that incomplete atomic tasks are normally 
interrelated and need to be addressed as a whole.  
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In summary, meeting the requirements of supporting incomplete processes for 
SwinDew, both instance- and process-level decomposition can be carried out ade-
quately, with the SwinDeW extension smoothly prototyped for proof of concept. The 
right person (authorised performer of the decomposition task) performs the decompo-
sition work at the right time (either push or pull model) and at the right place (the peer 
associated with the performer), without bringing the whole system down. Due to 
space limits, other details such as inconsistency handling for currently running proc-
ess instances and prototyping are not addressed here, and are available in [12].  

4   Case Study 

To illustrate the key ideas proposed in this paper, a CICEC (Centre for Internet Com-
puting and E-Commerce) research project is used as an example. The experience 
obtained from this case shows that the approach proposed in this paper can support 
various scenarios of similar nature well. The project attempts to provide a leading-
edge forum for the establishment, development, coordination, visualisation, testing 
and evaluation of Internet-enabled e-business ventures that will lead to successful, 
new e-business models and supporting techniques. Some related initiatives this re-
search targets are development of (1) a suitable e-business modelling environment 
utilising the current and substantive knowledge and data of many e-business descrip-
tions and models; and (2) a suitable wide-area workflow framework as infrastructure 
support for e-business processes. 

Coincidently, this project is conducted in the same way as a workflow process is 
executed in SwinDeW, although the management of this research project is not for-
mally supported by a workflow management system. First, the project aims are 
achieved through the accomplishment of individual research tasks which have inher-
ent relationships and should be performed in a certain order. Thus, the overall re-
search project is easily modelled as a process. Second, this project involves several 
research teams which focus on various research tasks where communication and co-
ordination among these teams are normally carried out directly between them.  

Initially, only the major tasks of this project are specified. Tasks for e-business 
modelling research and workflow research are carried out by two research teams in 
parallel first, and then the task for integration needs to be carried out by another re-
search team, to integrate the achievements. Obviously, at the early stage of the pro-
ject, these three research tasks can only be modelled as composite tasks. Although the 
goals and expected outcomes of each task are expressed, how to specifically achieve 
the goals through some steps remains uncertain. The particular research schedule for 
each task can be gained only after some initial work such as a literature review has 
been done. In other words, the decomposition of composite tasks into sub-processes 
should be performed on-the-fly. For this reason, decomposition work is modelled 
explicitly as essential steps before the execution of the research tasks. The descrip-
tions of three research tasks are firstly distributed to the leaders of three research 
teams, respectively, together with three extra decomposition tasks. Using the task of 
workflow research as an example, after some initial work (treated as the preceding 
tasks of the workflow research task) has been done, the leader of the workflow re-
search team is able to specify how the research should be conducted. The correspond-
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ing decomposition task is executed, resulting in a sub-process that consists of four 
sub-tasks which should be executed in sequence, namely system design, build-time 
functions, run-time functions, and prototyping. Then, these four tasks are assigned to 
the investigators in the workflow research team for execution. There is no evident 
difference between instance-level decomposition and process-level decomposition in 
this example, because this research project is a case-based process. 

Practical experience has proved that stepwise process modelling and on-the-fly 
task decomposition naturally reflect the requirements of applications in the real world. 
In addition, the successful management of the research project also indicates that the 
approach proposed in this paper works well in supporting incomplete processes with 
uncertain composite tasks. 

5   Related Work 

Incomplete process support for workflow is an important area [1, 6]. Some work, 
although very limited, has been done in this area. WASA workflow [10], which aims 
at supporting flexible and distributed scientific workflows, presents a hierarchical 
workflow execution approach based on a set of states and accompanying state transi-
tions for workflow instances. A complex activity may have a nested structure and 
activity models that are created using a set of activity modelling operations. Some 
other research (e.g., [3, 5]) focuses on human-centred solutions and argue that interac-
tive enactment should be pursued more vigorously as a framework for flexible work-
flow modelling, allowing incomplete workflow models to emerge. Kumar and Zhao's 
research [8] represents a new approach to process design. It emphasises the dynamic 
perspective and is based on enumerating various tasks to be performed. The approach 
maximises the alternatives routes and enables dynamic routing during process execu-
tion to enhance flexibility. Mangan and Sadiq [9] develop a framework for specifying 
the process model from a standard set of modelling constructs and given process con-
straints. The constraints specification allows a process schema to be tailored to indi-
vidual instance requirements.  

These approaches address the issues of incomplete process support from the mod-
elling technique rather than the system coordination support point of view. Although 
various mechanisms for process modelling are presented, aspects of system support 
for on-the-fly process articulation are rarely addressed. Moreover, these approaches 
are all based on the conventional client-server architecture. Relevant research on 
decentralised workflow environments is hardly ever conducted. This is where the 
work reported in this paper is founded. 

6   Conclusions and Future Work 

Incompletely specified process support has evidently become important in today’s 
workflow research. In particular, decomposition of composite tasks on-the-fly is a typi-
cal case for incompletely specified processes because of increased process complexity 
and lack of information. In this paper, this difficulty is addressed from a system coordi-
nation support viewpoint, in the context of SwinDeW, which is a peer-to-peer based 
decentralised workflow system. A hierarchical process modelling and execution  
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approach is presented, which models and executes a process incrementally in a stepwise 
manner. The major distinction of this approach is modelling decomposition work as 
essential steps towards process goals. In this way, the build-time work and run-time 
work are seamlessly integrated, and the mechanisms used to support completely speci-
fied processes can be easily extended to support on-the-fly task decomposition. 

In the future, further research on incompletely specified process support will be 
conducted. Issues of consistency and validity at both the instance and process levels 
will be further addressed. Other incompletely specified process aspects, such as task 
elaboration, dynamic process navigation, will also be further investigated.  
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Abstract. To improve the flexibility of workflow systems, efforts need to be 
made in the process of workflow modeling and system design. One of the  
enhancements would be the support of dynamic selection. In this paper, a work-
flow model based on the extended time interval Petri net with fired mark is pre-
sented, which satisfies the requirement of the dynamic treatment of workflows 
at the execution phase. A three-phase strategy and special node types are used 
to support dynamic selection, and the discussion about how they could improve 
the flexibility of the workflow systems is also given.  Finally, a prototype sys-
tem is presented to illustrate the effectiveness of the proposed model. 

1   Introduction 

Workflow is a process defined, operated and supervised by computer software. Such 
software is called workflow management system (WFMS) [1]. Mainly used at office 
automation system (OA) in the early years, more and more workflow systems are 
used in enterprises to support much more complex business processes such as those in 
integrated manufacturing systems recently. In fact, because of the complexity of the 
business processes in modern enterprises, WFMS has to be used. 

Current workflow management systems have problems in dealing with both ad-hoc 
changes and evolutionary changes. While the trend is towards an increasingly dy-
namic situation where both ad-hoc and evolutionary changes are needed to improve 
customer services and to reduce costs [2]. Workflow management systems often need 
to define flow templates in advance, then the system would execute according to the 
predefined templates. Such system may be called rigid workflow. But the actual proc-
esses are often complex and changeful in practice, which demand the workflow to be 
flexible. That is to say, the flow would be changed in time according to the condition 
without interruption [3]. This is the flexibility of workflow.  

Flexibility of a WFMS has two fundamental aspects: (1) The specification of a 
flexible execution behavior to express an accurate and less restrictive behavior in 
advance: flexible and adaptable control and data flow mechanisms have to be taken 
into account in order to support ad hoc routing and cooperative work at the workflow 
level. (2) The evolution of workflow models in order to flexibly modify workflow 
specifications on the schema and instance level due to process reengineering activities 
and dynamically changing situations of a real process [4]. 



340 S. Liu et al. 

 

So, flexibility is involved in both the modeling stage and execution stage of the 
workflow. To improve the flexibility of WFMS, dynamic selection of routing and 
instances is necessary. A workflow model based on time interval Petri net is presented 
in the paper, which satisfies the modeling requirement for the changing processes. 
Some strategies used in improving the flexibility of workflows are presented. Finally, 
we demonstrate the feasibility and effectiveness of the proposed model through a 
prototype workflow system implementation.  

2   Related Work 

There is a rich research literature on workflow, among which workflow modeling is 
the foundation of both theoretical studies and practical applications. The modeling 
methods used currently are mainly based on Activity network, Petri net, Theory of 
speech acts, Activity-state graph and Extended transaction model [5]. The existing 
workflow models fall short of description capability for enterprise applications, be-
cause of the insufficient capability of the semantics of workflow model to describe the 
complex process and the lack of rich enough definition of activity properties [6]. 

As a powerful modeling tool, Petri net can describe dynamic process of disperse 
events preferably and describe the sequential, concurrent and collision relations 
among events exactly. Petri net models the system graphically, which makes the sys-
tem model intuitive and easily understood [7]. One of the many modeling approaches 
using Petri net [1] is WF-Nets [8], in which a Petri net can be used to specify the 
routing of cases. Activities are modeled by transitions and causal dependencies are 
modeled by places.  

Many researches aimed at improving the flexibility of workflow systems. Flexibil-
ity can be categorized into two kinds:  

1) Static flexibility. Which gives some freedom to users, allowing the users to 
choose the execution routing freely from several alternative routings before the work-
flow begins. Such flexibility can only deal with the routings defined in advance.  

2) Dynamic flexibility. In some applications, adding an execution branch that 
could not be forecasted heretofore is necessary, which allow users to modify the 
workflow model to satisfy the process requirement during the execution [3].  

Fan and Wu [5] pointed out that the essential reason of the shortage of the flexibil-
ity in workflow is that description mechanism does not reflect the actual condition of 
the application. They presented a workflow model composed of 3 kinds of connection 
arcs and 15 kinds of nodes too, which is based on harmony theory [5]. This model has 
powerful description capability, but too many node types may cause complicated 
situations during the system execution. Dynamic flexibility described in reference [3] 
is mainly about the changeable of topological structure of nodes. In fact, this flexibil-
ity only offers the real time modification of sub processes, which need a lot of effects 
of activity executors. 

About routing flexibility, two approaches have been identified, namely flexibility 
by selection and flexibility by adaptation. Flexibility by selection is achieved by en-
suring that there are a number of execution paths through the workflow process, such 
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that key decision making points are well represented. Flexibility by adaptation per-
mits dynamic changes to workflows to include one or more new execution paths. [9]  

In dynamic branching predictions, some approaches such as applying fuzzy logic 
are presented to select suitable branch according to actual condition and fuzzy rules 
[10]. Flexibility by dynamic adaptation is provided by the change and evolution of 
workflow models in order to modify workflow specifications on the schema and in-
stance level due to dynamically changing situations of a real process [11]. 

Our approach based on dynamic selection addresses not only the dynamic selecting 
of routes, but also dynamic selection of activity instances based on matching. The 
dynamic selection will be done automatically or manually according to actual re-
quirements. To gain the flexibility, a new Petri net-based model is presented and re-
lated strategies are discussed. 

3   Workflow Modeling Based on Petri Net 

3.1   Transition-Time Interval Petri Net with Firing Mark  

First quote a definition of Petri net [7]: 

Definition 1: A Petri net is a triple (P, T, F), where 
P is a finite set of places; 
T is a finite set of transitions; 
F is a set of arcs known as a flow relation. It is subject to the constraint that no 

arc connects two places or two transitions. 
In order to increase the expressive power of a Petri net, some extensions are ap-

plied to the above-mentioned model. Timing can be added to a Petri net by naming all 
the places and transitions, and drawing up a table with minimum and maximum times 
for each transition to occur based on the time of arrival of the tokens at its input 
places. Timed Petri net is categorized into Stochastic Timed Petri net (STPN) and 
Deterministic Timed Petri net (DTPN). In STPN, the firing times are considered as 
random variables. If the transition times are deterministic, the Petri Net is called a 
DTPN.  According to different timed characteristics, DTPN can be categorized into 3 
kinds as follows [12]: 

1) Transition time interval Petri net: Every transition is associated with a time in-
terval. The maximum (minimum) delay is defined as the below (up) bound of interval 
from the transition being authorized to occur. When the maximum delay times out, 
and is enabled from the minimum delay, the transition must occur. 

2) Transition duration Petri net: Every transition is associated with a time dura-
tion number. Transition occurs as soon as it is enabled, and moves tokens away from 
the preceding place. When the duration associated with transition is elapsed, tokens 
disappear, and new tokens generate in the successive place. 

3) Place duration Petri net: Every place is associated with a time duration num-
ber. Only when the delay associated with a place is elapsed, the tokens generated by 
transition occurrence are ready. The place can take part in enabling a transition then. 
And transition occurs as soon as being enabled.  
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Among them, transition time interval Petri net is suitable for describing work-
flow, where transition denotes an activity which has time limit. In this paper, an ex-
tension of Transition time interval Petri net is presented which adds a firing mark to 
every transition as the foundation of workflow modeling. 

Definition2: Transition time interval Petri net with firing mark (MTIPN) 
MTIPN can be expressed as: MTIPN=(PN, TS, TE, M), where: 

1) PN is a general Petri net, PN = (P, T, F, u); P, place; T, transition; F, connection 
relation; u, tokens distribution in places. 

2) TS, TE: Every transition ‘T’ can be assigned with a maximum and a minimum 
delay time.  

3) M: Firing mark, is a function of T->C, where set C = {0,1}. M denotes whether 
the fired transition is fired normally or compulsively for the maximum delay time out. 
M is attached to tokens.  

Explanation: The normal firing condition is the same as that in general Petri net. 
But if transition is ready but not be fired for some reason, it will be fired compulsively 
when the maximum delay time is out, which insures the successive process carrying 
out on schedule. The two different firing conditions can be distinguished by firing 
mark. The transition fired compulsively but not executed really can be executed again 
by retrospect if necessary. 

3.2   Workflow Model Based on MTIPN  

Definition3: Workflow model based on MTIPN (WN) 
WN is a tuple WN =(P, T, F, u, TS, TE, M, FD, A-VSet) where: 

1) P is a finite set of places, and denotes conditions or states; 
2) T is a finite set of transitions, and denotes activities; 
3) F is a set of arcs, and denotes flows in workflow; 
4) FD={functional description of activity t | t belongs to T}, and denotes func-

tional description of activities; 
5) A-Vset={2-tuple (attribute-name, demand-value) set of activity t | t belongs to 

T}, denotes specification of instance requirement; 
6) u, TS, TE, M, have the same meaning as MTIPN. 

Every activity in workflow is modeled as a transition in WN. Its execution condi-
tion is that all its input places are enabled, i.e., if all its input places contain at least 
one token. For transition that must be executed, its maximum delay is infinite, which 
means it could not be fired compulsively and must be executed. When transition is 
fired, tokens will be generated in its output places; this makes the successive transi-
tions be executed for sure. In WFMS’s model, many building blocks such as AND-
split, AND-join, OR-split and OR-join to specify workflow procedures [13], are ex-
pressed as transitions in WN: 

- AND-split, transition transfers token in input place to every successive branch 
place, i.e., paralleling process. 

- OR-split, transition transfers token in input place to one successive branch 
place, i.e., selection process. 
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- AND-join, transition will wait all tokens in each input place to reach, and will 
execute if this condition is satisfied, i.e., synchrony. 

- OR-join, transition will wait tokens in one input place to reach, and will exe-
cute if this condition is satisfied, i.e., asynchrony. 

To improve flexibility in describing practical applications, two characteristics are 
appended to WN. First, allow AND-split transition to transfer token to parts of suc-
cessive branch places, which can be implemented by deleting some successive arcs 
dynamically. Second, judge the firing type of arrived tokens at AND-join transition, 
decide whether to execute current activity or retrospect by evaluating preceding activ-
ity. Fig. 1 shows an example of engineering change (EC) flow model based on WN. 

 

 

 

 

 

Fig. 1. EC workflow Petri net 

Explanation: Places (states): P1: mistake finding, ready to submit EC request; P2: 
EC request is sent to persons related; P3: EC analysis finished; P4: EC order distrib-
uted to EC executor; P5: EC order executed; P6: EC notice sent to person related; P7: 
EC notice received; P8: EC flow finished. 

Transitions (activities): T1: EC request submitting; T2: EC request analyzing; T3: 
EC analysis evaluating, locating data be changed, deciding EC level, making EC 
order; T4: EC order executing; T5: EC result evaluating and EC issuing; T6: accept-
ing EC notice and feedback; T7: affirming EC flow integrity.  

The whole EC flow is a sequential process, but has three parallel sub-processes: 
EC analyzing, EC executing and EC informing. Every transition has maximum and 
minimum delay. For transitions T1, T3, T5 and T7 must be executed, the maximum 
delay of them is infinite, while each transition in three sets of parallel transitions T2, 
T4 and T6 has a certain delay (activity executing time), and will be fired compul-
sively if the maximum delay times out. Some parallel branch not really finished can 
be judged by firing mark and be evaluated in transitions T3, T5 and T7. If such 
branch has no essential effect on the next activities, it might be ignored and current 
activity begins to be executed. If such transition branch must be accomplished, it can 
be enabled again (shown by broken line).  

Based on WN, a workflow with time limit and dynamic control can be described, 
and be attached with functionality and specification description if necessary. But to 
gain active flexibility by dynamic selection, some special strategies are needed.  
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4   Strategies to Enhance Flexible of Workflow System 

4.1   Three-Phase Modeling 

Many workflow systems use templates in flow definition for its simple, intuitionistic, 
easy to use, and one flow template can be instantiated many times, which reduce the 
repeated work in flow definition. Template is composed of nodes and arcs, where 
nodes stand for activities and arcs stand for relations between activities. An actual 
flow is an instance of template, which is driven and controlled by workflow engine. 

But this approach does not do well in changeful flow, where the flow lies on dy-
namic selection during execution. For example, what need to be changed in EC exe-
cution can only be known after EC analysis is finished.  

To solve this problem, we introduce a three-phase modeling method, which is still 
a template-based method but has more flexibility by dividing the workflow modeling 
procession into functional modeling, specification defining and runtime phases  
(Fig 2):  

1) Functional model 
In this model, only functional descriptions of workflow are given, including defini-

tion of the functionality of each activity, flows of process, and some selection nodes if 
needed. For the functionality of whole process has been defined, the workflow model 
could be evaluated by simulating and be stored as a template file.  

2) Specification model 
When a workflow template is initialized, some decided activities would be as-

signed by actual parameters. At the same time, dynamical activities, which should be 
decided during runtime, will be attached with a specification of requirements and 
selection criteria. 

3) Runtime model 
During the execution of a workflow, two kinds of dynamic selections will occur: 

choose a right flow branch and select a most appropriate activity instance. A right 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Three-phase workflow modeling 
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Specification Data
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flow branch is decided by the conditional rules pre-established and the results of pre-
ceding activities. An activity instance will be selected by matching based on function-
ality description and requirement specification.  

4.2   Node Types 

To enhance the flexibility of workflow, we bring forward some special node types 
and rules. At the same time, the node types should be less for the sake of reducing 
difficulty in system learning and using. There are seven types of nodes in our system: 
start, finish, failure, sequential, condition, dynamic selection, pending definition. By 
using these types together, the four basic routings defined by WFMC [13]: sequential, 
parallel, conditional and iteration routing can be described.  

Start, finish and failure nodes are three default nodes of every template, denoting 
the beginning, ending and aborting of a workflow respectively.  

Sequential nodes denote generic activity, which is executed in sequence and with-
out conditions. Every activity has an overtime startup switch. If the switch is on, the 
workflow will be driven forward by engine when the activity is overtime, regardless 
whether the activity is accomplished or not, and a special tag will attach to the activity 
on this condition. This mechanism ensures successive activities without waiting too 
long for some abnormal conditions. This switch turns on for parallel nodes and turns 
off for sequential nodes in default. 

Condition nodes are used in dealing with routing selections, which have true and 
false way outs defined at template definition, supplying a kind of static flexibility.  
Condition nodes can describe iteration and retrospect routing too, by introducing flow 
to a preceding node.  

4.3   Special Nodes and Logic for Dynamic Selection 

Dynamic flexibility is mainly embodied by dynamic selection and pending definition 
nodes.  

Dynamic selection nodes include dynamic branch nodes and dynamic activity in-
stance selection nodes.  

When a dynamic activities selection node is executed, the most appropriate in-
stance is selected from several candidate instances, which has the same functionality 
according to the functionality description in functional model and specification de-
fined in specification model.  

Dynamic branch nodes are mainly used in dealing with the parallel process splitting 
and joining. A dynamic split node has many parallel branches when being defined, all of 
which need to be executed in default, but only part of them would be executed in flow 
execution, which is decided by the executor of the dynamic branch nodes. The differ-
ence of dynamic branch nodes and conditional nodes is that the former can be chosen 
dynamically during flow execution while the latter is fixed in template definition.  

A dynamic join node has many parallel preceding branches when being defined. 
When the current node is ready, some preceding branches may not be really accom-
plished but pushed forward compulsively for overtime. The executor of current node 
should evaluate such preceding branches and decide whether ignoring them or requir-
ing them to resubmit. If no preceding branches need to be executed again, the current 
node can be executed, or else, the current node is suspended and preceding branches 
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resubmitted driven by engine again. If parallel branches joined in a dynamic branch 
node more than one, the overtime startup switches of them turn on.  

Pending definition node is another type of special node. Many activities could not 
be forecasted and defined exactly at template definition phase. Moreover, many ac-
tivities depend on the result of preceding activities execution. What should do in these 
activities is only decided by actual flow execution, which can be substituted by defin-
ing a pending definition node. The action of pending definition node is to complete 
sub-flow needed by executor who has privilege of flow definition. New sub-flow is 
defined and inserted into the current instance in the flow execution. 

To obtain feedback of activity in real time, a backtracking mechanism is needed. 
Iteration routing can be treated as a kind of static feedback, where backtracking is 
achieved by arcs back to preceding activities. Using dynamic branch join node and 
overtime compulsively pushing mechanism, dynamic backtracking can be obtained. 
There may be no obvious connection arcs, but driven by engine in flow execution. 

5   Implementation 

We designed a prototype workflow system based on the proposed model, which is 
part of the product design management system for a machine tool manufacturer. The 
prototype system composed by the following three parts: engine, modeling tool and 
client. The prototype was developed using .Net, C# and Asp.net technology.  

As shown in Figure 3, EC analysis includes some parallel processes: manufactur-
ing analysis, technological analysis, stock analysis, etc., but not all of them need to be 
executed in an EC flow, so EC analysis activity is modeled by a dynamic branch 
node, which needs to be executed and decided by the executor of this node. Which EC 
order being executed depends on the result of EC analysis, which could not be known 
exactly at the time of the template being defined. This activity can be modeled by 
 

 

Fig. 3. An EC template modeling demonstration 
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Fig. 4. Dynamical treating in client 

pending definition node. When the activity is executed, the actual sub-flow is defined 
and inserted into the current instance. The overtime compulsively pushing mechanism 
of some parallel branches ensure the synchronization of these branches. Figure 4 
shows a dynamic treating in client. 

6   Conclusion  

The flexible workflow model and design strategies presented in this paper can satisfy 
the demands of describing complex and changeful processes. Moreover, it obtained 
by less node types and simpler rules. The model’s feasibility is demonstrated by Petri 
net theory and our prototype system. However, the system still requires further 
improvements to obtain better performance. 
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Abstract. This paper proposes an approach to modeling workflow services 
based on temporal logic. This model supports the formal specifications of vari-
ous entities and workflow services for a workflow system. The model can spec-
ify the workflow process and its evolution, which are difficult to be supported 
by the previous models. This model is used to design a workflow specification 
language. Based on this language, we have developed a workflow service edit-
ing tool, which is the kernel of an interactive workflow design environment. 

1   Introduction 

Workflow is a kind of business procedures to be completely or semi-automatically 
executed. There are two key parts in a workflow management system [1], i.e., work-
flow modeling and workflow engine. Workflow modeling provides a build-time envi-
ronment to define, analyze and manage the workflow service. Generally three kinds 
of models are concerned: organization model, data model and process model [2]. 
Workflow engine is a run-time environment for creating, executing, and managing a 
workflow service. It is a complex work for developing a workflow management sys-
tem, which should efficiently support the design and execution of a workflow service. 
Thus, it is necessary to formally specify workflow systems. Especially for the work-
flow modeling, a powerful step-wise refinement design environment must be avail-
able, but few previous efforts aimed at solving this problem. Although the previous 
models are good at specifying the activities and synchronization among them, they 
cannot specify the workflow process and its evolution dynamically. 

Workflow system requires a powerful workflow design environment to be used 
easily. XYZ system provides an effective way to model the process of a workflow 
service dynamically. XYZ system is a powerful CASE environment, whose kernel is 
a temporal logic language XYZ/E [3, 4]. The philosophy of XYZ was used to design 
multimedia scripts [5, 6] and hypertexts [7], for the specification of various entities 
and the procedure of designing a script in multimedia and hypertext systems. CASE 
environment provided by XYZ system is also a good platform to develop a workflow 
editing system. This environment supports not only the specification of various ob-
jects in workflow system but also the specification of the workflow service, activities, 
concurrent processes, step-wise refinement design, and so on. This paper proposes a 
workflow specification model based on temporal logic, called TLWS model. Using 
this model, we can specify modeling activities, designing and scripting a workflow 
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service in a unified framework. An interactive workflow design system based on this 
model has been designed and developed. 

The rest of this paper is organized as follows. Section 2 reviews the related work; 
Section 3 describes the proposed model; Section 4 presents a workflow specification 
language based on the proposed model; Section 5 discusses the implementation issues 
for interactive workflow system; Finally, Section 6 concludes the paper and discusses 
future work. 

2   Related Work 

2.1   Related Workflow Models 

The main function of workflow model is the specification of temporal synchroniza-
tion among activities. The activity can be a single atomic activity or composed activi-
ties. The presentations of activities are combined by the activity operators in a work-
flow service. There have been some efficient methods to specify the workflow ser-
vice. In general, existing workflow models are as follows:  

- Graph model: A workflow is defined as a directed acyclic graph with a begin-
ning node and an ending node [8].A node represents an activity, and an edge 
represents a transition.  

- Petri-Net model: Place and transition in Petri-Net are used in specifying work-
flow service process, where a place represents a control node and a transition 
represents an activity. Ellis and Nutt specify workflow process by Information 
Control Net (ICN) [9]. Two kinds of control nodes (and, or) specify the control 
relations among activities. A specific Petri-Net model for workflow is Workflow 
Net (WF-Net) [10]. A WF-Net is with a source place and a sink place. A detail 
survey on Petri-Net based workflow model is provided in [11]. 

- Event-Condition-Action (ECA) model: An ECA rule is used to specify service 
process in [12]. The ECA rule is a service rule. That is, when an event occurs, if 
the condition is true, the action is executed, otherwise alternative action is exe-
cuted. 

- CTR model: Davulcu et al. used Concurrent Transaction (CTR) Logic to specify 
and analyze the workflow service process precisely [13].  

- Hypermedia model: Haake and Wang used hypermedia structure to describe 
workflow service [14], in which a node is the specification of activity, and a link 
represents a relation between activities. 

- Speech Act model: Medina-Mora et al. proposed a workflow model based on 
speech act theory [15], and it defines workflow process from client and server, 
respectively. The workflow service consists of workflow cycles. 

2.2   Elementary Workflows 

A workflow service can be composed of some elementary workflows. Generally, 
there are following eight elementary workflows (Fig. 1): Sequence, AND-join, AND-
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split, Condition-branches, Executive-OR-join, Time-based, Parallelism & Time-based 
Delays, and Event Trigger. 

 

 
(1) Sequence                                                      (2) AND-join 

 
(3) AND-split                                                    (4) Condition-branches 

 
(5) Exclusive-OR-join                                        (6) Time-Based 
 

 
(7) Parallelism & Time-based Delays               (8) Event Trigger 

 
Fig. 1. Elementary workflows 

2.3   Temporal Logic and XYZ System 

Based on the linear temporal logic theory, Tang designed a temporal logic based 
CASE environment, XYZ system, which can support various ways of programming 
[3,4]. XYZ system is a family of programming languages extended by XYZ/E. 

In XYZ/E, the statement is called condition element (c.e.). In order to describe 
non-determinative and concurrency, the form of c.e. is as follows. 

      LB=yi^P => @ (Prj1&...&Prjk) 
      LB=yi^P => @ (Prj1)&...& @(Prjk) 

where yi is the current label, P is the condition for executing the temporal logic for-
mula in the right part, @ is one of the following temporal operators: $O (Nexttime), 
<> (Eventually), [] (Always), $U (Until).  

Two kinds of the above combinations are meaningful in the view of programming. 
The first is “selection statement”, and its form is as follows. 

Selection statement: 

   LB=yi^ P => $O[Con1^ ExeAct1∨’...∨’Conk^ExeActk] 
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where Coni and ExeActi represent the part of condition and the part of action, respec-
tively. Assume that the forward labels of all ExeActi are EXIT.  

The second is “parallel statement” which describes the concurrency in program-
ming, and its form is as follows. 

Parallel statement:  

   LB=yi^P =>$O (Prj1^ ...^Prjk)  
   WHERE ||[Prj1,...,Prjk]  

where “||[Prj1,...,Prjk]” represents [][Prj1$∨...$∨Prjk]. 
The message passed from one process to another is implemented by using channel 

operations. In XYZ/E, there are two channel operation commands: output command 
(write channel) Ch!y and input command (read channel) Ch?x, where Ch is the name 
of channel from the input process to the output process, y is an output expression of 
the output process, and x is an input variable of the input process.  

3   Temporal Logic Based Workflow Service Model 

In the workflow system, activities can be classified into two categories: the basic 
activities and the composed activities. Roles are various actors in the execution of 
workflow service, and they handle the attached document with a workflow service.  

Definition 3.1. Activity is defined as follows: 

(1) atomic activity (r, t) is an activity in which the role r is handling the task t; 
(2) ω (null activity) is a special activity whose duration time is not 0, but there is 

no task to handle; 
(3) delay (with a parameter d) is a special activity whose lasting time is d, but there 

is no task to handle; 
(4) composed activity constructed by an activity expression is also an activity. 

Definition 3.2. Activity operator. If A, B and C are activities, the activity operators 
between activities are defined as follows: 

(1) Sequence: A;B. A is presented first, then B. The expression ends when B ends. 
(2) AND: A^B. A,B start simultaneously, and the expression ends when both of ac-

tivities end. 
(3) OR: A∨B. A or B starts, and the expression ends when either of activities ends. 
(4) Case: (case1^A1) ∨’(case2^A2) ∨’ …∨’ (casen^An). If casei is True, the activity 

Ai is executed (1 i n).  
(5) Loop: A*m. Repeat m times to present A. 

Theorem 3.1. The set of operators consisting of {Sequence, AND, OR, Case, Loop} 
is complete. 

Proof:  we can easily prove that all of eight elementary workflows in Fig.1 can be 
represented by the operators provided by Definition 3.2.  

Definition 3.3. Activity expression is defined as follows: 

(1) An activity itself is an activity expression; 
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(2) If X is an activity expression, (X) is an activity expression;  
(3) The result of operating activities (Sequence, AND, OR, Case, Loop) is an activ-

ity expression; 
(4) In an activity expressions, the orders of priority of operations are as follows: (), 

*, ^, ∨, ∨’; 
(5) All activity expressions can be formed by using the above rule (1) - (4). 

Definition 3.4. Temporal Logic based Workflow Specification (TLWS) model is 
defined as a six tuple, TLMS = ( , F, R, T, O, S0), where  is a set of scene states, R 
is a set of roles, T is a set of tasks, S0 is the start scene state. F is called as a set of 
scene state transition rules, and a rule is formed as: lb=Si^Pi=>@i(Qi^ lb =Sj); O is a 
mapping from rule to activity expression: F->{activity expression}∪{ω}.  

Compared with the previous models [8-15], TLWS model has some excellent fea-
tures. That is, TLWS model supports the specifications of following aspects: abstrac-
tion of activities for a workflow service; synchronizations among activities; process 
of workflow service; step-wise refinement design of a workflow service, thus the 
model supports the specification of workflow process and its evolution. Those fea-
tures make TLWS a powerful model. We compare it with the previous models [2] in 
Table 1. 

Table 1. Comparing workflow models  

Characteristic Graph Petri Net ECA CTR TLWS 
Semantic No Yes No Yes Yes 
Activity abstraction No No No No Yes 
Activity synchronization Yes Yes Yes Yes Yes 
Process specification Yes Yes Yes Yes Yes 
Refinement design No No No No Yes 

4   Workflow Specification Language 

Using the proposed TLWS model, we design a workflow specification language WSL 
and develop a workflow service editing tool. A WSL statement is a condition ele-
ment. Tasks in WSL are defined as document forms. Activity synchronization can be 
specified by some transition rules. An activity is represented as (r, t) where the role r 
is handling the task t. Activity operations between (r1, t1) and (r2, t2) in WSL are 
defined as: 

(1) Sequence: (r1, t1); (r2, t2).  
(2) OR: (r1, t1)|(r2, t2). 
(3) AND: (r1, t1)^(r2, t2). 
(4) Case: (case1^ (r1, t1)) ∨’ (case2^ (r2, t2)).  
(5) Loop: (r1, t1)*m.  

The workflow service specified by WSL is similar to a XYZ/E program. A com-
plex workflow can be designed in the way of step-wise refinement. The workflow can 
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be divided into several steps; and one step can be further divided into sub-steps; and 
the subdivisions go on until the workflow is composed of elementary workflows. 

The general form of a WSL workflow service is as follows. 

   %WORKFLOW Wf_Name [] [ 
     %VAR[Global Variables Description]; 
     %PROC[  
        Proc1()==[             //a procedure 
            %LOC[Local Variables Description]; 
            %STM[Procedure Control Stream]] 
         ……] 
     %LOC[Variables Description]; 
     %STM[Main Workflow Control Stream] 
] 

In order to illustrate the procedure of designing a workflow service by WSL, we 
define the workflow service consisting of some steps at first. Its typical specification 
is as follows. 
%STM [lb=START=>$Olb=s1; 

  lb=s1=><>(step1()^lb=s2); 
  lb=s2=><>(step2()^lb=s3); 
     ...... 
  lb=s5=><>(step5()^lb=s6); 
  lb=s6=>$Olb=STOP] 

Next, we continue to specify the steps. For example, step2 is divided into two sub-
steps, and the corresponding specification of workflow is as follows. 

%STM [lb=START=>$Olb=s1; 
        lb=s1=> <>(step1()^lb=s2); 
        lb=s2=> <>$Olb=s21; 
        lb=s21=> <>(step21()^lb=s22); 
        lb=s22=> <>(step22()^lb=s3); 
        lb=s3=> <>(step3()^lb=s3); 
         ...... 
        lb=s5=> <>(step5()^lb=s6); 
        lb=s6=>$Olb=STOP] 

The design of workflow can be decomposed until every step and sub-step is di-
vided into elementary workflows. Using WSL, we can define the roles, tasks and 
temporal relations between the activities in the workflow service. 

For example, we can specify the device purchase process in an enterprise as fol-
lows. 

 Workflow WF_Device_Purchase()==[ 
   %LOC[Role applicant, amanager, president,  

pmanager, buyer; 
      Task request, signature, permit, audit, order; 
      Timer d1=5; 

Var cost;] 
 %STM[ lb=START=>$Olb=s1;  

lb=s1=>$O{(applicant, request)}^$Olb=s2; 
lb=s2=>$O{(amanager, signature)}^$Olb=s3; 
lb=s3^(cost>=1000)=>$O{(president,permit)}^$Olb=s4; 
lb=s4=>$O{(pmanager, audit)}^$Olb=s5; 
lb=s5=>$O{(buyer, order)}^$Olb=s6; 
lb=s6=>$Olb=STOP] 

] 
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In this example, the device purchase workflow WF_Device_Purchase includes 
five tasks: request, signature, permit, audit, order. In the specification of stage 
stream, five roles (applicant, amanager, president, pmanager, buyer) are defined to 
handle the tasks in different stages. First, applicant submits the purchase request, and 
his manager amanager checks the purchase request. If the cost is greater than 1000$, 
the purchase request must be submitted to president for approval. Then, the request is 
transferred to the purchasing manager pmanager for verifying the budget. Finally, the 
purchase request is executed by the buyer and the workflow is terminated. 

5   Interactive Workflow Design Environment 

5.1   Architecture of Workflow Design System  

The interactive workflow design system includes the following main parts (see 
Fig.2): 

 
 
 
 
 
 

Fig. 2. Architecture of workflow design system 

Workflow editor provides an interactive environment to define the workflow proc-
ess in a step-wise refinement way. The result of designing a workflow service can be 
automatically converted into WSL file. 

User management provides an interactive tool to edit the structure of users in a 
workflow service. The structure can be defined as a tree in which leaf node is specific 
user role and non-leaf node represents a department consisting of a group of users. 
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Fig. 3. User management in the workflow design system 
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The attributes of users can be defined or modified by this tool. The unified user man-
agement consists of three functions: organization management, user management and 
authorization management. The relations among them are illustrated in Fig.3.  

WSL compiler converts a WSL script into an executable workflow. An executable 
workflow can be interpreted by workflow engine.  

Workflow engine is used to execute a workflow service. The users work on a run-
ning instance of the workflow service. 

Applications are the related utilities invoked by the instance of service. 
The workflow editor supports interactive editing operations. Users can visually 

create, edit, save, and convert the specification of a specific workflow service. Users 
can flexibly manipulate a workflow service, such as creating an activity, deleting an 
activity, moving an activity and converting a visual design into WSL specification. 
Authorized service users can take the user management tool to visually edit the user 
structure for workflow service. Available operations for the user tree are as follows: 
create, open, close, save a tree or non-leaf node; add, delete, move a node; define, 
modify, display the attributes of a node. 

5.2   Workflow Engine 

Our system is designed and developed according to the WfMC reference model [1]. 
The workflow engine is dynamically modeled as a state transition machine. The in-
stance of workflow changes its state in response to external events or under the con-
trol of workflow engine. 

Fig. 4 illustrates possible state transitions labeled with the conditions. The descrip-
tions of states are as follows: Initiated - Workflow process, including the related date 
and information, is created. But it is not executed if the requirements are not met. 
Running - The instance of workflow is executed. The activities of workflow can be 
executed if the conditions are met. Active - One or many activities in the workflow is 
executed. Suspended - The instance of workflow is suspended. The activities of work-
flow cannot be executed until the process returns the state running. Completed - The 
instance of workflow meets the conditions for finishing. All of operations after com-
pleting process are executed, e.g., recording error information, restoring data. Then, 
 

Suspended

Initiate
Initiated Running Active 
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(one  or more 
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Restart terminate
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Fig. 4. Dynamic model of workflow engine 
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the instance of workflow is destroyed. Terminated - The instance of workflow is ter-
minated before normally finishing. All of operations after completing process are 
executed, e.g., recording error information, restoring data. Then, the instance of work-
flow is destroyed.  

During the execution of the workflow instance, once the workflow engine starts an 
activity, the activity should not be suspended or stopped. This means that workflow 
process is suspended, restarted and terminated only if all of running activities end. 
Moreover, it is necessary to treat various activities together as “atomic unit”, and 
those atomic units must be completely executed once they are executing, otherwise 
the atomic unit is needed to restart if some exceptions occur.  

5.3   Implementation Techniques 

The workflow system prototype is developed using .net and VC in Windows XP. .net 
and VC resource library provide a lot of necessary classes in developing the visual 
system, so it is easy to design and implement a visual interactive development envi-
ronment. In designing a workflow, the user defines, manages and operates workflow 
by the tree structure and icon-based visual design. When a workflow service is exe-
cuted, the system will start workflow engine to handle the information of workflow 
service and make it active. The workflow management system is responsible for the 
management and control the whole lifecycle of workflow service. 

6   Conclusion 

This paper proposes a workflow service model based on temporal logic and the 
philosophy of XYZ system. This model supports the formal specifications for a 
workflow service, such as the abstraction of activities, synchronization among ac-
tivities, and the specification of step-wise refinement design procedure of a work-
flow service. The main advantage of this model is that it can specify the specifica-
tion of workflow process and its evolution, which are difficult to be supported by 
the previous models. Using the proposed model, we have designed a workflow 
specification language and developed an interactive workflow design system proto-
type. In the next stage, we will further study the models and implementation tech-
niques for the workflow management systems, and develop a powerful interactive 
workflow design environment. 
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Abstract. Existing workflow management systems assume that each task is 
executed by a single worker. There is usually no support for group and 
cooperative work concepts. This paper extends the traditional organizational 
model with group concept, proposes a cooperative work enabled workflow 
model, and discusses the implementation of this workflow system. This 
involves a marriage of workflow systems and some cooperative tools. The 
model and system are then illustrated through a case study. The results of 
applications show some advantages of the proposed approach for supporting 
cooperative work and potential applications in next generation workflow 
management systems. 

1   Introduction 

Most publications on workflow management focus on process or control-flow 
perspective, neglecting the representation of organizational structures and the 
cooperative work [1], as they relate to a workflow management system. Thus, there is 
a lack of consensus on the type of group structures to be supported. For example, 
IBM’s MQ Series Workflow [2] supports both organizations and roles. Both workers 
and work items are assigned to roles. A worker may be linked to multiple 
organizations and an organization may be visible to multiple workers. Another 
example is Staffware system that supports the concept of a so-called work queue. The 
available systems have no support for cooperative work. This lack of consensus is 
also illustrated by the absence of any proposals from the Workflow Management 
Coalition (WFMC, [3]) concerning the representation of organizational structures and 
the cooperative work. Although there is a working group on resource modeling 
(WFMC/WG9), no standards have been proposed. WFMC proposes a workflow 
reference model, in workflow modeling, defines a process definition meta-model. In 
this meta-model, workflow definition refers to a hierarchical “role model” to describe 
organization structure and role information in organization. But it does not provide an 
organization model that has enough expression ability. So it cannot adapt complex 
organization structures in the execution of business processes. For instance, today, 
many activities in business processes have become group activities. 

Today’s workflow systems assume that each work is executed by a single worker. 
Even though a work item can be assigned to many workers, from viewpoint of the 
system, a worker with the proper qualifications selects a work item, executes the 
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associated work, and reports the result, so the work is executed by a single worker. 
There is usually no support for group, i.e., groups of people collaborating by jointly 
executing work items, e.g., the group of software programming development, the 
program committee of a conference. We think that the reason is that the workflow 
model is lack of supporting group and cooperative work concepts. 

Groupware technology offers support for people working in the group, however, 
these systems are not equipped to design and enact workflow processes. Systems such 
as Lotus Domino Workflow [4] provide a marriage between groupware and workflow 
technologies. Unfortunately, these systems only partially support a group working on 
a work item. For example, for each work item one needs to appoint a so-called 
activity owner who is the only person to decide whether an activity is completed or 
not, i.e., a single person servers as the interface between the workflow engine and the 
group. Clearly such a solution is not satisfactory. Moreover, there is neither explicit 
modeling of groups nor any support for people working in the group. The only group-
related functionality supported by Domino Workflow is sharing of documents. 

The scope of this paper is limited to the modeling of workflow and organizational 
structures in the context of cooperative support. Current workflow technology is not 
cognizant of group. This is a major problem since groups are very relevant when 
executing workflow processes. Consider for example the selection committee of a 
contest, the steering committee of an IT project, and the board of directors of a car 
manufacturer. In addition to providing explicit support for modeling groups, it is also 
important to recognize that individuals typically perform different roles within 
different groups. For example, a full professor can be the secretary of the selection 
committee for a new dean, and the head of the selection committee for tenure track 
positions. These examples show that modeling of group should be supported by the 
future generation of workflow products. In this paper, we explore concepts and 
technologies for making workflow management systems cooperative work enabled. 

The remainder of this paper is organized as follows. First we introduce the group 
concept and extend the workflow processes definition meta-model to incorporate 
support for cooperative work. In section 3, we discuss possible realizations using 
groupware technology. In section 4 we give a case study. Section 5 concludes this 
paper. 

2   Workflow Model Supporting Cooperative Work 

In this section, we introduce the workflow model supporting cooperative work. First, 
we discuss the group concept. Then, we introduce the meta-model and its class object 
in detail. Finally, we illustrate this model how to support cooperative work in 
definition phase and execution phase. 

2.1   The Group Concept 

In existing workflow systems, work items are distributed over resources. Although a 
work item may be offered to man resources, from the perspective of the workflow 
management system, a work item is still executed by one resource. To decouple the 
workflow process definition from concrete resources, the concept of role was 
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introduced as explained in the standard of WFMC [5]. To be able to model workflow 
supporting cooperative work, we introduce some correlative group definition. 

A group is a set of resources. A group can have several members and one person 
can be a member of many groups. Some groups are created on-the-fly, i.e., the group 
is created the moment an activity requires a group of a specific type. Other groups are 
of a more permanent nature and handle many activities. Fig.1 shows the group model, 
which extend the role model of WFMC. 

 

 

Fig. 1. The Group Model 

A group position is a specified role within a group. For example, consider a policy 
that “the chair of the selection committee should be a full professor, while other 
members should be full-time faculty of any rank.” In this example, the chair and 
member have different roles within the group. The association “requires” links each 
role to a group position. Association “has” links roles to resources. Every resource 
can has several roles in group, and every role can be hold by several resources. 
Association “has position” links group and group position. Note that every group has 
several group positions. The association “member of” shows that a group can have a 
set of resource, and every resource can be a member of several groups. 

We have extended traditional role model of WFMC. In the following section, we 
propose a workflow meta-model, which can well support cooperative work. 

2.2   Workflow Meta-Model Supporting Cooperative Work 

Meta-model is a model defines a language for expressing a model [6]. Workflow 
meta-model describes all elements in workflow, relationship of these elements and 
attribution of them. WFMC has developed a basic process definition meta-model [5], 
which use role to specify the mapping of activities onto members. Generally, a role 
concept is used to decouple the workflow process definition from concrete members, 
e.g., activity approve a loan should be executed by Mr.Zhang should be avoided. 
Therefore each activity is assigned to a role, e.g., activity approve a loan should be 
executed by someone with the role manager. But the role concept in this model has no 
uniform definition. In order to support cooperative work, we introduce group concept 
and other relative concepts into basic meta-model and propose a meta-model 
supported cooperative work, which is illustrated in Fig. 2. 
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Fig. 2. Workflow meta-model 

− Activity: mainly is cooperative activity, e.g., software development evaluation, 
group decision in a company. 

− Group: a number of people organized together, e.g., expert group of evaluation, 
program committee of a conference. A group can have several members and a 
person can be a member of many groups. Its model is illustrated in above section. 

− Cooperative object: the sharing resources accessed by group members in 
cooperative work, e.g., patient examination result information in consultation.  

− Create rules: some groups are more permanent and handle many activities, others 
are created temporarily, i.e., group is created at the moment that an activity 
requires this type of group. In any case, some rules and requirement are needed 
when the group is created. 

− Organization structure: composing and construct of the group, it can reflect group 
composing from many point of view, e.g., group department organization structure 
represents hierarchy of members in group, for example, a company have a board 
chairman, a general manager, department managers from top to down. Group 
business organization structure represents composing of role function, is oriented 
business processes, for instance, a software company have a software development 
evaluation group, project no.1 development group, project no.2 development 
group. 

− Role: besides common used roles in business processes, there are some special 
roles of cooperative work, e.g., presider, coordinator. 

This workflow meta-model can support cooperative work in two sides: (1) it can 
describe group and group work in definition phase; (2) it can offer support of 
cooperative work in execution phase, including group activity assignment, group 
creating, invoking cooperative tools, and so on. 

2.3   Support of Cooperative Work in Workflow Definition 

This workflow model refers to three new elements: group, cooperative object and 
cooperative tools. In traditional process model, role is used to specify the mapping of 
activities onto members. Now group replaces it, and can extensively support 
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cooperative work. Members of group do not swarm together, but according to some 
structures. So organization structure is an important attribution of group object, and is 
changeable when business requirements have been changed. All organization 
structures can be stored in database. We can retrieve them to know about group 
structures from several sides. Members of group have roles or positions, e.g., 
manager, president. If a group has only one role, it can be seen a special group. Roles 
are included in group, and can support cooperative work as well as traditional process 
definition. 

Cooperative object can be transferred and received between members of group. 
Cooperative tools are some cooperative application tools outside workflow system. It 
can be invoked by workflow engine, and have strong ability for communication of 
members. 

2.4   Support of Cooperative Work in Workflow Execution  

In workflow execution, especially cooperative work, some cooperative objects must 
be created and stored in database, which can be accessed by any group member 
related this cooperative activity. The execution of cooperative activity may be outside 
of workflow system, so workflow engine can invoke some cooperative tools to 
transfer cooperative objects from one member to the others. Following, we introduce 
some cooperative behaviors. 

− Group creation: here, we just discuss group creation temporary when a cooperative 
activity is executed. Workflow services can broadcast all persons have proper 
qualifications to create group. For example, if an activity requires a group that 
must have one professor and two associate professors, workflow engine notify this 
activity’s information to all professors and all associate professors. Once a 
professor accept this activity, which automatically withdraw from other professors. 
Similarly, two associate professors composing can use the same method. The 
shortcoming of this method is that the members in a group may be not harmonious. 
We can use a more natural method, which is a person is assigned to be a 
coordinator whose task is to create this group. Finally, it submits to workflow 
engine the group member list, and then workflow engine notifies to them and 
makes confirmation. 

− Processing cooperative objects: cooperative objects are sharing for all related 
group members, and can be transferred from one to the other. For keeping 
consistency, workflow engine must record the receiver of this cooperative object 
and member who current accesses or modifies this cooperative object.  

− Completion of cooperative activity: there are two methods to decide the 
completion of cooperative activity. First, each group member would inform the 
workflow system separately. Second, a group coordinator, who is elected or 
appointed, decides the completion of cooperative activity. 

− Interaction of group members: an important function is the interaction ways of 
group members. All group members may work at the same time at different place, 
or coordinate with each other using email or electronic discuss board. So some 
cooperative tools can be as the interaction ways of group members. 
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3   The Implement of Cooperative Work Enabled Workflow 
Systems 

Based on workflow model supporting cooperative work, we want to use some mature 
workflow technologies and cooperative technologies, but not design a brand new 
workflow system, to construct a cooperative work enabled workflow systems. Our 
architecture of cooperative work enabled workflow system is illustrated in Fig. 3. 
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Tools  
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Fig. 3. Architecture 

Workflow definition supporting cooperative work: we can extend traditional 
workflow definition tool, make it support cooperative work definition based on above 
workflow model. Workflow definition may refer to some group information defined 
by groupware system and some cooperative objects. 

Group database: stores some group information used in groupware systems or 
defined by workflow definition tool. 

Cooperative objects database: stores some resources information used by group 
members during cooperative activities. 

Workflow service supporting cooperative work: can decide the start of cooperative 
activity, assign the cooperative activity to a special group, invoke some cooperative 
tools, and transfer cooperative objects information to other group members. 
Workflow engine can call on some groupware system to arrange complex cooperative 
activities. Groupware system also can invoke cooperative tools. Finally, it submits the 
cooperative activities execution results to workflow engine. 

Groupware system: can support some cooperative activities. Even though it has 
various standard models such as a calendar for scheduling, e-mail support, and video 
support, in addition which can keep track of availability of meeting rooms, its main 
functions include: 

− Access sharing objects. 
− Communication between participants of group. Typical examples are electronic 

mail systems and video-conference systems, and basic issues that need to be 
addressed are message passing, communication protocols, and conversation 
management. 
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− Functions supporting cooperative behaviors. Such as function of auto co-design 
and so on. 

Cooperative tools: mainly include real-time cooperative tools and web-based 
cooperative tools. Real-time cooperative tools are a blend of electronic whiteboard, 
Internet chat and video-conference software. The collaboration process may involve 
synchronous communication through video-conference, application sharing and data 
sharing or instant messaging services (e.g., Microsoft’s NetMeeting). 

Group work enabled workflow systems should provide following interfaces 
supporting cooperative work, which integrate existing workflow systems, cooperative 
tools, groupware systems and workflow definition tools: 

− Interfaces between workflow process definition tools and workflow engine should 
add some concepts supporting group and cooperative work. For example, it can 
adopt group definition standard used in existing groupware systems. In this way, 
workflow process definition tools can access whole group information from group 
systems, and workflow engine also can interpret directly this definition according 
to standard. 

− The main functions of Interface between workflow engine and groupware system 
include: 
1. Interpret workflow definition supporting cooperative work.  
2. Call on group systems to create group.  
3. Assign cooperative activity to groupware system. Workflow engine call on 

groupware system to execute cooperative activity and provide details such as: 
group members information, deadline for the completion of this cooperative 
activity, cooperative objects information, interaction ways of members, group 
organization structure, based on above, groupware systems arrange members 
to complete this cooperative activities. At the end of this activity, groupware 
system notifies workflow engine that this activity has been completed, and 
returns various result information of active activity instance to workflow 
engine. 

− Interface between workflow engine and cooperative tools. Its primary function is 
that workflow engine can invoke some cooperative tools when cooperative 
activities need them to help. 

4   A Case Study 

There are many activities that involved considerable group operation. A conventional 
workflow system would not be very efficient in such situations. To illustrate how the 
proposed model and systems handle this situation, we consider an example of 
healthcare collaboration.  

A physician in a remote clinic with limited medical resources is the user of our 
workflow system. Sometimes, a patient’s condition is more complicated and the 
physician can not handle it within the clinic with its limited resources or the physician 
does not have enough experience with the patient’s condition. Hence, he probably has 
to consult it with one or several physicians in other health centers with advanced 
high-tech healthcare facilities. In order to do consultation, patient information is 
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bundled as a collaboration object and stored in a web accessible repository, and the 
collaboration partner accesses this patient information to provide his professional 
comments by using our cooperative workflow system. Fig. 4 briefly shows the 
execution of the healthcare collaboration scenario based on our workflow model and 
system supporting cooperative work. 
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Fig. 4. A Case Study 

As shown in Fig. 4, the whole process and each activity are designed and 
controlled by cooperative workflow engine. In this workflow process, consultation 
and decision are typical cooperative activities. After registration, patient information, 
as a cooperative object, is stored in a web cooperative objects database. Groupware 
systems are used to create group, coordinate group members and other relative 
cooperative operations in workflow execution, which are outside of workflow engine 
scope. Group members are controlled by groupware system to cooperative work each 
other. But each group members’ cooperative work is still scheduled by workflow 
engine. Each member can work cooperatively, such as holding a consultation to 
decide whether an operation was necessary, through groupware system. In addition, 
group members can interact with each other using some cooperative tools. 

5   Conclusion 

This paper starts with the discussion that group and cooperative work supports are 
missing in current workflow management systems. Yet, there are plenty, real-world 
applications where tasks are performed by groups, so research on workflow 
management systems supporting cooperative work is very important. Even though 
there are many research results in the field of groupware systems and CSCW 
(computer supported cooperative work), few researches have been found on 
cooperative workflow management systems.  

We extend the traditional role model of WFMC’s standards using group model, 
and propose the workflow model supporting cooperative work, explicitly introduce 
that how to support cooperative work, construct a cooperative work enabled workflow 
system, and briefly discuss the implementation of this system. In addition, a case 
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study is introduced to illustrate the execution of this system. In the future, we plan to 
apply some concepts of this paper to our current project of digital healthcare 
integration platform. 
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Abstract. Modern software development puts much emphasis on unified and 
standard software development processes, such as RUP (Rational Unified 
Process), TSP (Team Software Process), PSP (Personal Software Process), and 
XP (Extreme Programming). In order to support these standard processes, this 
paper proposes a software development process supported platform that takes 
workflow engine as its core and contains a number of effective elements such 
configuration management, knowledge management, and agent-assisted 
personal software process. Based on this integrated platform, the development 
process of software organizations can be fully automatically controlled with 
high performance.  

1   Introduction 

Since 1990’s, unified and standard software development processes have drawn more 
and more attention in the software development industry. A typical example is the 
emergence of software development processes such as RUP (Rational Unified 
Process), TSP (Team Software Process), PSP (Personal Software Process), and XP 
(Extreme Programming). Under the circumstances of emphasizing processes in 
software development, the performance of processes, if implemented only according 
to rules and regulations, will not only lower the performance efficiency, but also 
greatly reduce the validity of workflow. In this case, an automated development 
supported platform with strict workflow control is desperately needed.  

Workflow management system is a technology that has developed quickly in 
recent years and widely applied in commerce, service and other industries. The 
technology has achieved streamline organization workflow of high efficiency [3]. The 
application of workflow technology has an overwhelming advantage in IT industry, 
which is oriented to information process. That is, information routine may be better 
realized on the basis of workflow routine, the manifestation of which in software 
development support is the accomplishment of integrated configuration management.  

In order to support the standard software development processes, this paper 
proposes a software development process supported platform that takes workflow 
engine as its core and contains a number of effective elements such configuration 
management, knowledge management, and agent-assisted personal software process. 
Based on this integrated platform, the development process of software organizations 
can be fully automatically controlled with high performance. 
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2   Platform Framework 

2.1   WSDPP Framework 

The current software development process supported platform provides some 
functions as follows: version control, bug track, project management, mailing list, and 
membership configuration (Figure 1). Those functions satisfy the minimum subset of 
the basic needs in software developments. However, those functions are scattered and 
are not associated in a good way. An intellectual and effective core is needed. 
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Fig. 1. Common platform framework 

After the introduction of workflow and agent technologies, the proposed WSDPP 
(Workflow-based Software Development Process Platform) has overcome the 
problem of cohesion of the general supported platforms. 

WSDPP has realized the automatic controlling of processes with the workflow 
engine at the core. After the introduction of the process template based on 
RUP/TSP/PSP, and the appropriate reduced version, the standard development 
processes of the organization, team and individual can soon be established. At the 
same time, assistant process such as review track, knowledge management, and 
technical service support can also be realized. PSAF process meta model, which is 
based on the improvement of FlowMark and EPC meta model [1,2], combines 
closely process, system module information, artifact, electronic form and 
organization, and ties the configuration management with the process management 
simultaneity. In WSDPP, a relational database management system provides the 
process definition and the process instance with a permanent storeroom. The 
correspondent model of organization, artifact and electronic form are also stored in 
the relational database [9]. 
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Fig. 2. Intelligent, integrated platform framework 

The process definition is based on XPDL (XML Processing Description 
Language), and is described using UML, which is comparatively easy for both 
developers and users. From UML to XPDL and further to Relational Database 
implementation, there are two unilateral translation programs that are important to 
realize the third class switch [5,6,7]. 

The platform provides the modules of management and report forms for the 
implementation of workflow and performance analysis. In the interaction with other 
workflow engines, the general Web Service is adopted. Platform also helps to realize 
the accessorial connection of platform and developers through external Email system 
and the SMS (Short Message Service) gateway [5]. 

2.2    PSAF Meta Model 

A lot of sensible process models have been put up since the development of the 
workflow technology. But it is far from satisfaction as for the adaptability of the 
models [4]. Most models of workflow start with the description of the process such as 
Petri net, state graph, and activity network. Those kinds of models can reflect the 
order of the process directly, but they cannot be applied in dealing with the complex 
process logic. They also fail in providing enough modeling concepts and displaying 
the model with a lot of restricted elements. 
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In the platform, PSAF (Process-System module-Artifact-Form) process Meta 
model (Figure 4) is formed base on the expansion of IBM FlowMark and EPC by 
Keller [1, 2]. 
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Fig. 3. Static structure view of workflow elements 

 

Fig. 4. PSAF Meta model 

PSAF Meta model has realized the relationship between the elements in Figure 3: 
the process is linked with the system module, artifact, electronic form, staff and 
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automatic machine Robot [11]. In every process, there are enter, exit and transition 
criteria. And the transition criteria can be described as a table with conditions and 
activities. When the exit criterion is satisfied, the workflow engine will review all 
terms in the transition criteria table and activate the correspondent activities if the 
condition is satisfied. 

The conditions in enter, exit and transition criteria are written in a normal script 
language such as Perl, PHP, VBScript. Through the script language, we can approach 
all the object properties in Figure 3. In that way, the relationship of order dependence 
can be enriched and expanded, and the controlling of the activities is also reinforced. 

When the type property is “auto”, the Robot property of Meta model PSAF is in 
effect. The property of Robot can also be defined by script language, and all the 
activities, such as the printing of the report form by using the background batch 
program, can be realized automatically by using the external application program. 

As for the process modeling of the big and complex system, the difficulty lies in 
how to deal with the complexity. The most effective way is to do in a top-down 
approach, and make them accurate step by step. PSAF Meta model is in favor of the 
multi-level activity models. When the active Parent Process property is not in blank, 
the activity should be marked as nesting. 

3   Support for RUP 

3.1   Integrated Configuration Management 

The present tools for configuration management can usually provide storage bank of 
catalogue model for different versions, so different storage catalogs are used to 
distinguish development process from corresponding system module in different 
versions of artifacts generated by the development process. There is no direct 
connection between an artifact and a process. The developer can put use case 
specifications either in the implementation catalog or in the maintenance catalog. 
Furthermore, only if rights are allowed, can the developers who do not take part in the 
exploration of artifact also gain all the artifacts. 

The confusion is ultimately resulted from separation of configuration management 
and workflow. In WSDPP, artifacts and the processes are closely connected. An 
artifact can only be touched in the processes, that is to say, only those who create, 
change the artifact and who are in charge of the next processes on the basis of the 
artifact can get, check out and check in the artifact. 

Under catalog module-based configuration environment, only one-dimensional 
attributes are provided to mark artifacts. Artifacts with more attributes can be 
produced only by inserting other dimensional attributes into one-dimensional 
attributes, which are often not rigid and cannot be understood directly if operated 
manually. While in WSDPP, artifacts are endowed with multi-dimensional attributes, 
among which Process, System Module and Version are the three most important 
attributes. The three attributes, used to mark the production processes of the artifact, 
system modules it is affiliated with and its version, consist of three-dimensional 
coordinate description of the artifact (Figure 5). 
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Fig. 5. 3-Dimensions of artifact 

It is worth mentioning that check out and check in of artifacts in one workflow are 
visible only to the developers themselves. Only after an artifact is delivered, reviewed 
and labeled, can the artifact is opened to other developers. 

When any change should be made on the artifact that has been delivered, reviewed 
and based, developer must create a new change process. The change of workflow will 
be rejected if the reasons of change are not adequate, whereas the original developer 
would alter it. After the change process begins, the reasons of its change and possible 
influential system module are presented and then the changed artifact is delivered. 
Then the review process begins automatically. As the reexamination process ends, all 
the workflows in the current system module and all the versions of the artifact would 
become “disable” and the passive workflow is automatically stimulated. So far, the 
whole change process ends. 

3.2   Knowledge Management 

In traditional Manufacturing Information Systems (MIS) and Enterprise Resource 
Planning (ERP) systems, KM (Knowledge Management) is usually provided as a 
separate module. While in the supported platform, KM is only a common workflow. 
Since a developer’s knowledge is described in a formal knowledge file, KM workflow 
is established. Then the developer fills the knowledge attributes form, delivers the 
file. Finally an assessor reviews the file and determines the attributes of knowledge. 

After the knowledge file is assessed, it will appear in the help link of the 
corresponding workflow. Knowledge file can also be obtained through search of 
knowledge bank. Everyone who reviews the file can rank the knowledge. 

4   Support for TSP 

4.1   Environment Workflow 

There are often some similarities between different projects in a software 
development organization. The process is similar between different projects and some 
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guidelines are probably identical. Platform provides some standard development 
workflow templates such as RUP, XP for the environment team. Therefore, an 
environment team can build organization-wide process through workflow templates 
just as writing a document through a word template. The organization can benefit 
significantly by using this approach. 

4.2    Project Plan 

When the instance of defined process is put into use, the workflow engine creates a 
plan process combined with real-time process definition, system model, human 
resources available, and BDI attributes of the developers’ agents. 

 

 

Fig. 6. Speech Act model 

Then, based on the speech act model (Figure 6), the developer will negotiate with 
the project manager about workflow and finally decide whether he will accept the 
assignment, which sometimes may be competed for among several developers. If he 
accepts it, he may put forward his own opinions with his personal conditions, and 
formally execute the process after all the conditions of the task reach full agreement. 

4.3   Review and Change Workflow 

Review, which is obviously effective as a filter for flaws, is often inserted in two 
contiguous development processes such as in design and implementation. For the sake 
of higher quality of products, review of all the processes is preferred, but which will 
make it become the bottleneck of the whole development process or result in its low 
filtering rate owing to the huge workload of QA (Quality Assurance). In this case, the 
tradeoff is to review important processes directed towards key system modules. 

Following one complete workflow, review will automatically begin or not do so 
according to its system setting. If it begins, assessor examines the artifact delivered, 
its Enter criteria is whether the artifact is basically qualified. The review will not be 
performed until the artifact is qualified. Every bug found in the review will be traced. 
The Exit criteria in review can be performed if only all the bugs found are resolved or 
cancelled. Until now, the review workflow is over and begins the next development 
workflow. 

An example of WSDPP is presented in Fig.7. Project manager can make a detailed 
plan on the left page in the figure. The plan has a set of attributes, such as process, 
iteration, developer, development start/end time, reviewer, and review start/end time. 
When an artifact has been developed, according to the plan, review process is 
automatically started. Reviewer will receive an Email notifying him some artifact is  
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Fig. 7. Example of WSDPP 

finished. After the reviewer has checked the artifact, he should input examination 
results on the middle page, and then the developer can take some remedies with the 
help of the reviewer’s comments. In all of these processes, system module is a key 
element, and every plan or review result has the system module attribute. 

4.4    Communication 

For a software organization, knowledge of employees is their most valuable treasure 
which can be released in a way similar to the equation E=mc2 by communication 
among employees. Therefore, an open and effective communication environment is 
indispensable and forms of communication should be versatile. 

The integration of IM (Instant Message) instrument, Email, Web BBS is realized in 
this platform to facilitate the instant communication and discussion of news as well as 
technologies among developers. 

5   Agent-Assisted PSP 

In the standard workflow reference model defined by WfMC, user is part of the 
workflow model. But in the process of realization, the present workflow management 
systems often regard the individuals involved in the workflow as kind of “machines”. 
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That is, after the process and plan are ascertained, the processes are directly assigned 
to specific individuals and required to be completed under the assigned conditions, 
which takes into consideration little of individuals’ willingness and capability of 
accepting the task. Thus, it brings about many problems in the application of 
workflow, such as exceptions in the workflow implementation [10]. 

In WSDPP, speech act based workflow model is partially adopted to denote the 
behavior of commission and assumption between server and client. Furthermore, the 
server is a developer-based personal Agent. 

 5.1   Interface of Agent and Workflow Engine 

The interface of agent and workflow engine is laid beside the workflow engine to 
simplify the process, and this interface will function as task category location, 
knowledge database location, agent-set BDI (Belief, Desire, Intention) model [8], etc. 
A developer first should set personal agent BDI model, input personal desires, 
intentions, and knowledge (the attributes of which should be confirmed by assessors). 
Personal desires can be interpreted as whether individuals are willing to accept the 
maximum tasks under acceptable conditions, or whether they will try their best to 
reduce task assignments on the premise of accomplishing the least workload. 

Agent plays several roles in the process of PSP execution. For example, it may 
provide relevant knowledge and script direction in each stage; it can prevent IM and 
email messages when the developer do not like to be bothered, and remind him of 
executing certain tasks at fixed time by automatically answer messages according to 
the message-action list; it may give some suggestions about PSP based on 
organization productivity database; it also can automatically extract relevant content 
from knowledge base and BBS. 

5.2   Data Collecting in PSP 

In the stage of execution, the developer will bring tasks into personal PSP and 
produce personal tasks. Through PSP tools provided by the client platform, he will 
collect all kinds of process time, scale, quality data, and automatically make process 
summary report. In addition, personal productivity database will be updated, and 
concluded in organization productivity database in a certain interval. 

6   Conclusion and Future Work 

This paper introduces the structure of a workflow-based software development 
process support platform and an improved PSAF process meta-model. This platform 
also provides agent-based assistance in interfaces defined by workflow reference 
model. Like other workflow management systems, this platform has similar 
difficulties, such as workflow change, refusal, and workflow definition reversed by 
workflow implementation and exception handle. This demands us to focus our 
attention on extracting, defining and handling the hidden relationships among all the 
elements inside work artifacts, UML workflow definition, XPDL interchange, and the 
improvement of BDI structure of personal agents. 
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It is believed that the proposed workflow-based software development process 
supported platform will turn out to be a natural and effective “bond” between humans 
and workflow systems. 
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Abstract. Product development (PD) process modeling has been a critical prob-
lem in modern PD process management. First we discuss the many benefits of 
PD process modeling, and then we outline the characteristics of PD pattern in 
order to provide a full and exact description of it. A powerful modeling  
language is introduced which is based on the characteristics of modern PD and 
Hierarchical Timed Colored Petri Nets (HTCPN). A pump development process 
model based on HTCPN is proposed. The performance analysis of HTCPN and 
the HTCPN-based process model are presented. Various performance measures 
of PD process can be generated from the proposed model. 

1   Introduction  

Today’s product development (PD) occurs in a highly challenging environment, and 
companies are under increasing pressure to sustain their competitive advantage by 
reducing PD time and cost without sacrificing quality. Nowadays, however, engineer-
ing products have become more and more complex in response to consumers’ re-
quirements for product safety and function. The increasing complexity of the PD and 
design process calls for concurrent strategy and thus results in large interdependent 
task groups. The large size of interdependent task groups usually makes team organi-
zation difficult and, thus, delays the project’s completion. Moreover, as complexity 
increases, managing the interactions among tasks and people becomes more difficult; 
it may be impossible to predict the impact of even a single design decision in the PD 
process. That is why improving the effectiveness of PD is crucial in shortening PD 
time and lowering costs. As well, developing an effective PD process model to de-
scribe and analyze the actions in PD is an effective way to organize processes and 
resources, minimize unnecessary process iterations, and speed up the PD cycle.  

There are several existing process modeling methodologies and tools [1]. Petri 
Nets, especially Colored Petri Nets have proved to be a favorite modeling language in 
PD process modeling [2-7], however, research in this field still leaves much to be 
desired because today’s PD processes differ significantly from other business proc-
esses. A PD process model can not be viewed as a static representation of an engi-
neering process, but should be a dynamic one since unpredictable changes or excep-
tions may occur at any time. As a process model to support PD, it should be: (1) a 
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mechanism to depict the characteristics of PD processes and the dynamics of execut-
ing the static process model; (2) an analytical mechanism for analyzing and under-
standing the important dynamics of the process model’s performance.  

We developed a powerful modeling language, Hierarchical Timed Colored Petri 
Nets (HTCPN), to describe the dynamics of engineering processes in light of the 
typical characteristics of engineering processes. HTCPN has been derived from 
classic Colored Petri Nets [8] and used to capture and analyze the properties of the 
collaborative engineering design process. The goal of this work is to create a gen-
eral process model that can realistically represent the nature of a complex modern 
design project and analyze the dynamics of its processes. This model can be used 
throughout the PD process to improve PD effectiveness, predict potential excep-
tional processes, accelerate communication among people, and guide project man-
agement efforts. 

The rest of this paper is organized as follows. Section 2 covers a brief introduction 
to some advantages of PD process modeling, and Section 3 discusses in detail the 
characteristics of PD; these provide a foundation of modeling. In Section 4 we intro-
duce some dependencies between tasks in modern PD. A formal definition of HTCPN 
is brought forward in Section 5, and a typical PD process model based on HTCPN is 
presented in Section 6. The dynamic properties and performance of the model are 
expatiated on subsequently. Finally, a conclusion is presented in Section 8. 

2   The Need for PD Process Models 

A complex PD project involves a large number of tasks executed by professionals 
from various disciplines. As complexity increases, it becomes more difficult to 
manage the PD process and its interactions among tasks and people; it may be im-
possible to predict the impact of even a single design decision or the omission of a 
task somewhere in the PD process. So PD process modeling is not only necessary 
but well worth the effort. There are many reasons for undertaking PD process mod-
eling. The following constitutes the best arguments for doing so in an effective 
manner [9]: 

Understanding and learning: A process model helps people to get an overview, to 
understand what roles they play in the project, and to see who is doing what and 
when. A transparent process model also supports communication among PD project 
participants. Good communication makes it easy for people to understand complex 
processes; it also provides an excellent learning aid for employees who are new or 
have changed jobs. 

Control and operational management: In the course of PD, a conflict between dif-
ferent tasks may occur. A consistent process model promotes better communication 
and conflict resolution. 

Strategic management and planning: By providing a transparent view and an aid to 
good coordination, detailed planning and easier management of the actual PD can be 
achieved. 

Process improvement and shorter PD cycles: A process model can be used to con-
duct process performance analyses and to improve the process through rearrangement 
or reengineering. Moreover, process modeling can shorten PD time. 
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3   Characteristics of PD 

In order to adequately describe processes in the PD context, a better understanding of 
the specific characteristics of this kind of process is necessary. PD process is a series 
of technological and management activities which organize the creation of a product 
from definition to production. For today’s PD pattern, such as concurrent engineering 
and CSCW, processes are highly interconnected and collaborated, including feed-
back-loops and interactions at different hierarchical levels. There are many distinct 
characteristics of the modern PD process. These characteristics (listed below) are 
contained in our PD model. 

(1) Design phase: PD can be divided into many design phases, such as product 
planning, conceptual design, detailed design and technical design. (2) Hierarchy: Just 
as a product always involves subsystems, components etc., corresponding PD tasks to 
be carried out fall into categories and hierarchies. (3) Concurrency: Macroscopically 
PD is performed in sequence; however, many microcosmic tasks can be executed 
simultaneously in some phases. Moreover, if some tasks can be broken down into 
several concurrently executable subtasks, over-all PD time may be reduced. (4) Itera-
tion: Iteration is the repetition of tasks to improve an evolving PD process. It is a 
fundamental characteristic of PD processes. (5) Design check: Checking is one of the 
most important activities in the PD process. It can determine whether the design work 
should be transferred to the next step, reiterated or redesigned. (6) Prerelease (Over-
lapping): Overlapping has been described as a core technique for saving PD time in 
concurrent engineering. It is generally acknowledged that a proper overlapping strat-
egy may save time. Because prerelease can reduce the waiting time of downstream 
activities, it can greatly shorten the overall PD time. 

4   Task Decomposition and Task Dependencies 

In concurrent engineering, PD tasks are arranged concurrently as much as possible in 
order to reduce PD time. The PD should be divided into many manageable tasks for 
process modeling. The different dependencies between these tasks will require differ-
ent methods of execution. 

4.1   Task Decomposition 

In PD there are not only many independent (uncoupled) tasks, dependent (decoupled) 
tasks, but also interdependent (coupled) tasks. Dependent tasks can be decomposed 
into some independent subtasks. Thus, in our PD process, independent and dependent 
tasks can be executed in series or in parallel. To accomplish interdependent tasks, 
usually multifunctional teams are organized with team members from different func-
tional departments interacting in every phase of the PD tasks. Unfortunately, the large 
size of interdependent task groups usually makes team organization difficult and thus 
delays a project’s completion. This necessitates an effective model for decomposing 
large interdependent task groups into manageable sub-groups. In this paper, we pre-
sume that all of the tasks have been decomposed, and can be arranged in some way 
(series, parallel, overlapping etc), although there will be some tasks which are tightly 
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coupled and so can’t be decomposed into sub tasks. The greatest difference between 
decomposed and undecomposed is that the latter can be executed only by multifunc-
tional teams. 

4.2   Task Dependencies 

A clear description of the relationships between tasks is a key part of PD process 
modeling due to the complex inter-dependent nature of design tasks. In this paper, 
task dependencies are divided into two types, temporal dependencies and resource 
dependencies. Temporal dependencies establish the execution order of tasks. Re-
source interdependencies are complementary to and independent of temporal ones and 
deal with resource distribution among tasks. 

In concurrent engineering, there are four primary types of temporal interdepen-
dency: series, parallel, prerelease (overlap), and iteration [2]. The dependencies dealt 
with in this paper are described in Figure 1. 

  

 

Fig. 1. Some of temporal dependencies 

Iteration is a typical characteristic of PD process. In this paper, we assume that task 
iteration is generated due to the following causes [10]: (1) receiving new information 
from overlapped tasks after starting to work with preliminary inputs; (2) change of 
inputs, such as upstream tasks being reworked or new specifications brought forward; 
(3) a task’s failing to meet established criteria. In our model, we assume tasks will 
iterate according to a certain probability. 

Resource dependencies are complementary to temporal ones. They deal with the 
distribution of resources among tasks. Three basic resource dependencies are defined 
[2]: sharing, simultaneity, and volatility.  

5   Definition of HTCPN 

Although classic colored Petri nets [8] allow for a succinct description of PD proc-
esses, precise specifications for real process systems have a tendency to become large 
and complex. At one level we want to give a simple description of the process without 
having to consider all the details. At another level we want to specify the more de-
tailed behavior of the process. This is the reason we provide a hierarchy construct, 
called a subnet. A subnet is an aggregate of a number of places, transitions, and sub-
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systems. Such a construct can be used to structure large processes. In PD process 
modeling, it is very important to describe the temporal behavior of the process, i.e., 
we need to model durations and delays of the activities in the model.  

In keeping with these ideas, this paper recommends Hierarchical Timed Colored 
Petri Nets (HTCPN). The HTCPN has a set of substitution transitions. Substitution 
transitions allow the embedding of a small subnet within a larger Petri net for higher 
level modeling. When a substitution transition needs to be fired, the underlying Petri 
net ought to be evaluated in order to determine the outcome of the substitution transi-
tion. When relating the individual CPN to a substitution transition, the individual non-
hierarchical CPN in a HTCPN is called a page. The input and output places of the 
page are called port nodes. The port nodes specify the type and the number of tokens 
that can be introduced into the page. Each of the substitution transitions is called a 
super node and the page that contains these super nodes is called a super page. In a 
super page, the places that are connected to the super nodes (substitution transitions) 
are called socket nodes. The socket nodes of a super node (substitution transition) are 
related to the port nodes of the page through the port assignment function. 

To define HTCPN, we should first introduce some syntax for writing the expres-
sions. The type of variable, v, is denoted by Type(v). The type of expression, expr, is 
denoted by Type(expr). The set of variables in an expression, expr, is denoted by 
Var(expr). A binding of a set of variables, V, associating with each variable v∈V, is 
denoted by b(v) ∈Type(v). The value obtained by evaluating an expression, expr, in a 
binding, b, is denoted by expr<b>.  

Definition 1: A HTCPN is a tuple HTCPN = (PG, , P, T, A, N, C, G, E, I, R, r0) 
where: 

(i) PG is a finite set of pages such that: (a) each page pg∈PG is a non-hierarchical 
CPN and, (b) none of the pages has any net element in common; 

(ii)  is a finite set of non-empty timed or untimed types, also called color sets. 
(iii) P is a finite set of places. P=Po∪PP∪Ps, where Po is a set of ordinary places; 

Pp is a set of port nodes (places); Ps is a set of socket nodes (places). 
(iv) T is a finite set of transitions. T=T1∪T2∪T3∪T4, where T1 is a set of ordinary 

activity transitions; T2 is a set of timed transitions; T3 is a set of hierarchical transi-
tions; T4 is a set of timed hierarchical transitions. The four types of transitions are 
denoted differently as showed in Figure 2.  

(v) A is a finite set of arcs such that: P T=P A=T A=Ø.  
(vi) N is a node function. It is defined from A into P×T∪T×P. 
(vii) C is a color function. It is defined from P into . 
(viii) G is a guard function. It is defined from T into expressions such that: 

∀t∈T:[Type(G(t))=B∧Type(Var(G(t)) ⊆ ),B={true, false} (1) 

(ix) E is an arc expression function. It is defined from A into timed or untimed ex-
pressions such that: 

∀a∈A:[Type(E(a))=C(P)MS∧Type(Var(E(a)) ⊆ ] (2) 

(x) I is an initialization function. It is defined from P into timed or untimed closed 
expressions such that: 
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∀p∈P:[Type(I(p))= C(P)MS (3) 

(xi) R is a set of time values, also called time stamps. It is a subset of R closed 
under + and containing 0; 

(xii) r0 is a element of R, called the start time. 
 

 

Fig. 2. The four types of transitions 

The set of binding B(t), token elements TE and binding elements BE are defined in 
an analogous way as for CPN [8].  

Definition 2: A step Y is enabled in a state (M1, r1) at time r2 if equation (4) is satis-
fied, and r2 is the smallest element of R but not less than r1. 

2 1
( , )

: ( , ) ( )r
t b Y

p p

p P E p t b M p
′ ∈
′ ′′∈

′′ ′ ′ ′′∀ ∈ < >≤  (4) 

Definition 3: When a step Y is enabled in a state (M1, r1) at time r2, the state (M1, r1) 
may change to another state (M2, r2), where M2 is defined by: 

We say that (M2, r2) is directly reachable from (M1, r1) by the occurrence of the 
step Y at time r2. This is written as (M1, r1) [Y› (M2, r2). 

6   PD Process Modeling 

PD process is characterized by phase, hierarchy, iteration and prerelease, which can 
be described by HTCPN. Using a pump development process model, as shown in 
Figure 3, we can use timed hierarchical transitions to represent phase activities in PD 
process. In our model, each transition is marked with an HS-tag or THS-tag indicating 
that it is a substitution transition, and can be replaced by subnets. The timed hierar-
chical transition of detail design can be replaced by the subnet shown in Figure 4. 

When transition detail design receives the design produced by conceptual design, 
the token can fire the transition of TD. The transition is a timed transition. When the 
time has passed, i.e., task decomposition has been finished, the transition can produce 
a token in the places P2, P3, P4, P5 respectively. The four tokens can fire the four 
transitions (PD, OVD, CD, and PBD) simultaneously, which means that the four tasks 
can be performed concurrently. The four transitions are timed hierarchical transitions, 
and each of the four transitions can be replaced by their corresponding subnets, where 
  

2 1
( , ) ( , )

2 2: ( ) ( ( ) ( , ) ) ( , ) )
t b Y t b Y

p p p p

p PG M p M p E p t b r E t p b r
′ ′∈ ∈
′ ′′ ′ ′′∈ ∈

′′ ′′ ′′ ′ ′ ′ ′∀ ∈ = − < > + < >  (5) 
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Fig. 3. Part of PD process (without arc expressions) 

 

Fig. 4. Subnet of "Detail Design" (without arc expressions) 

Table 1. The semantic list of notation in Fig.4 

place Semantic transitionSemantic 

P1 start detail design TD task decomposition 
P2 start plunger design PD plunger design 
P3 start outlet valve design OVD outlet valve design 
P4 start cam design CD cam design 
P5 start pump body design PBD pump body design 
P6 plunger design information CAD CAD design 
P7 outlet valve design information IPA injection performance analysis 
P8 cam design information MA manufacturability analysis 
P9 pump body design information AE assemblability evaluation 
P10 start injection performance analysis SA serviceability analysis 
P11 start manufacturability analysis SRI send revision  information 
P12 start assemblability evaluation NE negotiation 
P13 start serviceability analysis CK check 
P14 

 
completion or revision design in-
formation 

SFI 
 

send feedback information 
 

P15 ready for negotiation SPRI send part revision information 
P16 negotiation information   
P17 redone information   
P18 planning & specification   
P19 detail design information   
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their output places, transition CAD can be fired. It means that we can execute the task 
CAD Design when the four tasks have been accomplished. Just as mentioned before, 
it can be replaced by a subnet which describes its processes more concretely. All the 
other places and transitions work in a similar way. The token in P17 can fire the transi-
tion SPRI or SFI. Transition SPRI can bring iteration of its own stage, and transition 
SFI can send the feedback information to the conception design stage, which may 
bring iteration of conception design and detail design. Otherwise, if the place P19 gets 
a token, it means the stage detail design is executed successfully. 

Our process model is based on the point of design decision-making in PD, how-
ever, details of the coordination mechanism, resource constraints and distribution 
among tasks are beyond this paper’s scope. If we want to take into account resource 
constraints and distributions, we should link the transitions of tasks which require 
resources with the resource management system; in that way, the tasks can’t be exe-
cuted until the resource is available for them. 

7   Performance Analysis of Model  

The greatest advantage of our PD process modeling using HTCPN is that we can 
analyze both the structure of the model and its performance. This is indispensable in 
PD. 

7.1   Analysis of HTCPN 

An HTCPN is a specific high level Colored Petri net (CPN), so almost any analysis 
technique on CPN can be adapted to it. There are many CPN-based analysis tech-
niques for verifying workflow process definitions.  

Reachability graphs and place invariants [11] are two important structural analysis 
methods, which can be used independently of CPN to verify most dynamic properties, 
i.e. reachability, boundedness, liveness and fairness. That is why we can use these 
methods to analyze the properties of our HTCPN model. 

Like other formal analysis methods, our HTCPN can be simulated by CPN soft-
ware, such as CPN tools [12]. The tools can simulate the execution of actual proc-
esses to find errors in logic, which are hard to verify with the above formal methods.  

All of these methods of analysis make HTCPN convenient for constructing large 
PD systems. As well, fewer mistakes occur in modeling when it is used. 

7.2   Process Model Performance Analysis 

In our PD process model based on HTCPN, we can easily obtain many of the results 
with which PD process modeling is primarily concerned: 

(1) PD time analysis. PD time analysis is one of the most important aspects of the 
PD process, and the earliest time to market is an important goal in our modern com-
petitive environment. In our model, each of the important transitions is a timed or 
timed hierarchical transition. If we estimate the period of time and possibility of fail-
ure of each transition, the overall PD time can be estimated.  
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(2) Critical path detection. Through the firing sequence, we can get the optimal PD 
executing path, and we can also discover how to achieve our expected product design 
process path. In order to shorten the overall PD process lead time, we should reduce 
the duration of tasks on critical paths. Moreover, these tasks should be given more 
attentions in PD process control. 

(3) Deadlock analysis: Deadlock occurs if our initial marking can’t achieve the fi-
nal marking, or all transitions can’t be fired. By simulation, the PD model based on 
HTCPN can help us find and/or prevent deadlock.  

(4) Conflict analysis. In our PD process model, when two or more tasks produce 
conflict design results, there is a possibility of conflict. The graph nature of Petri nets 
makes it easy to detect the birth of conflict. A well established coordination mecha-
nism is badly needed when conflict occurs.  

(5) PD cost analysis. As with PD time analysis, we can relate each transition to a 
PD cost and can compute the cost of the entire PD. Obviously, we should estimate the 
cost of each design task of each stage. 

(6) Resource allocation analysis. Although resource application and allocation is 
beyond the scope of this paper, we can use our model to analyze the performance of 
resource allocation and usage. The resource manager of the PD process model should 
assign the right resource to the right task at the right time in order to enhance design 
efficiency. 

8   Conclusions 

In this paper we discussed the various benefits of PD process modeling, and presented 
the characteristics of a modern PD pattern in order to provide an exact and full de-
scription of it. In modern PD processes, projects should be decomposed into many 
subtasks. Of the two types of task dependencies adopted, we discussed mainly the 
temporal dependencies on which product process modeling was founded. Hierarchical 
Timed Colored Petri Nets, a powerful modeling language, was introduced. HTCPN, 
derived from the classic colored Petri nets, can exactly describe the actions and in-
formation flow in PD. Ultimately, the performance analysis of HTCPN and process 
model based on HTCPN were presented. Various performance measures of PD proc-
ess can be generated from the proposed model. 
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Abstract. Petri nets are powerful and versatile tools for modeling, simulating, 
analyzing, designing and controlling of many complex systems. This paper ad-
dresses a hybrid approach combining competitive neural network and Petri nets 
in the formal model of intelligent Petri nets. The proposed model not only takes 
the descriptive advantages of Petri nets, but also has neuron learning and 
knowledge reduction ability like competitive neural network. It is suitable for 
dynamic process and information, e.g., the weights are adjustable. For the simu-
lation of the model, it is applied in the conceptual modeling of supply chain for 
inter-organizational cooperation in manufacturing industry. The intelligent Petri 
nets model is an innovative method concerning intelligent transition of Petri 
nets. Meanwhile, the numerical example illustrates that the proposed model can 
be applied to the real-time supplier selection for intelligent decision-making, 
and a novel method is provided for modeling in supply chain concerned. 

1   Introduction 

Petri nets have been widely applied in modeling and controlling discrete event dis-
tributed systems [1-3]. Petri Nets (PNs) have the ability to represent and analyze in an 
easy way concurrency and synchronization phenomena. However, as for general dy-
namic systems, PNs have some disadvantages in this application field. PNs cannot 
represent data flow, and when data logic and control logic are different, it cannot 
apparently represent data flow that is independent of control flow. On the other hand, 
neural network is well known to have advanced learning and representation ability [2-
8]. Additionally, Competitive Neural Network (CNN) has a dynamic learning ability.  

Furthermore, PN approach can be easily combined with other techniques or theo-
ries such as object-oriented programming, neural networks and others. PNs have an 
inherent quality in representing logic in an intuitive and visual way. An adaptive 
fuzzy Petri net has been presented and used for knowledge representation and reason-
ing in [2] under a more generalized reasoning rule. Kotaro proposed a Learning Petri 
Network (LPN) for application into nonlinear control systems [6].  Donald put for-
ward neural Petri nets and modeled the control of track switch of the railroad [7]. Jaya 
and Amit [9] discussed an algorithm of machine learning for the neural Petri net by 
training a multilayered feed-forward neural net with membership distribution of the 
input and the output variables as the training instances.  
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Accordingly, it is very important to design a dynamic and intelligent Extended 
Petri Nets approach that is adjustable according to process variation of general dy-
namic systems. Aiming at this object, Extended Petri Nets (EPN) model based on 
Competitive Neural network (CNN) is proposed in this paper. It is called Intelligent 
Neural Extended Petri Nets (INEPN).  

2   Preliminaries 

2.1   Definition of Extended Petri Nets 

The modeling methods of Petri nets are based on states, and PNs have more abun-
dant expressions and more flexible properties. The only easy way for the implemen-
tation of inner operations and responses to exception is to treat with tokens and fires 
in the network, which makes it suitable for the modeling of inter-organizational 
systems. 

 

 

Fig. 1. An example of extended Petri nets 

The traditional way to express the complex processes in an enterprise through PNs 
makes the model excessively complicated. Therefore, we extend the traditional PNs 
approach in following three ways. An example of extended Petri nets can be shown in 
Figure 1. 

(1) Colored Petri nets extension. Colored Petri nets model can represent classes of 
business processes. Therefore, the states of places are the existence or nonexistence 
and the weight on arc is 1. Each appearance of a token represents an instance and it 
must have an identifier. When transition happens, prediction can be made to deter-
mine which token is subjected. The different colored tokens in initializing condition 
mean they need to deal with different instances. 

( , , , )EPN P T F color=  (1) 

where, { }, ,1 2P p p pn= L  is a finite set of places, 0n≥ ; 

{ }, , ,1 2T t t tm= L  is a finite set of transitions, 0m≥ , PUT ≠∅  and P T =∅I ; 

{ }, ,1 2F f f f j= L is a finite set of flows, 0j≥ , ( ) ( )F P T T P⊆ × ×U ; color  is a set of the 

colored instances. 
(2) Time factor extension to represent transition execution time or transition delay. 

( , , , , , )EPN P T F color PS TS=  (2) 



390 X.-Q. Wu 

 

where PS  is execution time transition consumes on places; TS  is the delay time of 

transition. 

(3) Object Oriented (OO) extension through many subsidiary nets, which can pre-

sent the workflow in each organization separately, and each subsidiary net can com-

municate synchronously or asynchronously and work cooperatively. 

( , , )1 2EPN EPN EPN EPNn= L  (3) 

where n  is the number of Petri net instances involved. 

2.2   Fundamentals of CNN 

The learning algorithm for competitive Neural Network simulates the neurons system 
of biology, which depends on the dynamic mechanism that relies on the simulation, 
cooperation and inhibition, competition to process information, to direct the learning 
and work of the nets. And it does not like the most of the neural networks, which take 
the errors of network or the function of energy as the rules of the algorithm. Competi-
tive neural network can construct some kinds of nets which have the ability of self-
organizing. 

There are many forms and algorithms for competitive neural networks. However, 
the basic construction is mostly used. There are neurons in the input layer and neurons 
in the output layer. The synaptic weight of the network is ( 1~ , 1~ )w i n j mij = = . 

The constraint condition is: 

1
1

n
wij

i
=

=
 (4) 

Input 

1 2

Tk k kU u u uk n= L  (5) 

Output                                                               (6) 

1 2

Tk k kV v v vk m= L , ( 1~ )k p=  (6) 

3   The CNN-Based Intelligent Petri Nets Model 

Definition 1:  In INEPN, all the input and output places can be defined as: 

{ }| ( , )P p P p t Zin = ∈ ∃ ∈  

{ }| ( , )P p P t p Zout = ∈ ∃ ∈  

All the input and output transitions can be defined as: 
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{ }| ( , )T t T t p Zin= ∈ ∃ ∈  

{ }| ( , )T t T p t Zout = ∈ ∃ ∈  

Definition 2: t T∀ ∈ , p Tij in∀ ∈ , (1, )j n= L , if the given t is activated, the input S j  of 

all the neurons respectively in the competitive layers can be addressed as: 

1

n kS w uj ij i
i

=
=

, 1,2, ,j m= L  (7) 

Definition 3: In the rule WTA (Winner Takes All), the neuron whose corresponding 
input S j  is maximum is the winner, therefore its output value is put into 1, otherwise 

the others’ output value are put into 0, shown in Figure 2, i.e., 

1    ( 1,2, , ; )

0 

v S S i m i jj j i

v i ji

= > = ≠

= ≠

L
 (8) 

( ( ))jif Max S

12ω
11ω

1x

2x

1t

2t

1N

1nt −

1nx −

2N

nmω

1st

2st

mN

smt

skt
kN

nt
nx

1nmω −

 

Fig. 2. An INEPN based on CNN 

INEPN is a hybrid model of competitive neural network and extended Petri nets. In 
mathematical terms, INPEN model can be described as: 

( , , , , , )1 2 1 2INEPN EPN EPN EPN INEPN INEPN INEPNn m= L L  (9) 

where EPN  as described in formula (2) 

( , , , , , , , , )INEPN P T F color PS TS U V Wi k k=  (10) 

where n : the number of subsidiary Petri nets instances involved, m : the number of 

subsidiary INEPN instances involved Uk , Vk , see formula (5) and (6) respectively. 

Here, { },P P Pin out= , and { },T T Tin out= . In formula (10), a matrix W  is called a place 

to transition connectivity matrix, ijω  is synaptic weight: 



392 X.-Q. Wu 

 

11 12 1

21 22 2

1 2

m

mW

n n nm

ω ω ω
ω ω ω

ω ω ω

=

L

L

M M O M

L

, 

At the same time ijω  must satisfy with formula (4).  

4   The Learning Process and Solution of the Model 

In INEPN, the following learning algorithm should be kept: 

Step 1. Initialization. Stochastic value should be given to wij  between [ ]0,1  ac-

cording to the constraint condition (see formula (4)). 
Step 2. Select a pattern Uk  from p  input patterns as the input layer of neural net-

work. 
Step 3. Compute the input S j  of all the neurons respectively in the competitive 

layers according to Definition 2. 
Step 4. Compute v j  according to Definition 3, and transition t  is deduced.  

Step 5. Updates the winner neuron’s synaptic weight according to following for-
mulas otherwise keeps no changes. 

w w wij ij ij= + Δ  (11) 

kuiw wij ijM
ηΔ = −  (12) 

where 1,2, ,i n= L , η  is learning rate parameter 0 1η< < , generally takes η  from 
0.01 ~ 0.03. M  is the number of elements that are equal to 1 in learning pattern vec-

tor , , ,1 2

Tk k kU u u uk n= L . 

Step 6. Choose another learning pattern and return to Step 3 until all of learning 
patterns have been provided to net. 

Step 7. Return to Step 2 until all the adjustment values of synaptic weights are suf-
ficiently small. 

Formula (9) is object-oriented extended INEPN model, and formula (8) is an 
INEPN model. The result of formula (8) is formula (10). 

Pseudo code of INEPN can be described as: 
 

INITIALIZE all ijω  randomly from [0,1] 
WHILE ijω θ<  
REPEAT 
 For 1, ,i n= L  
  FOR 1, ,j m= L  
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  calculate weights ijω  
  calculate S j  according to Formula (7) 
  FOR 1, ,j m= L  
  sum over index u  to approximate kuij iω  

  FOR 1, ,j m= L  
        update according to the rule Formula (12) 
UNTIL converged 

,0 1T T η η− ⋅ < <  
END 

5   Applications in Conceptual Modeling of Supply Chain 

In this paper, we take an aluminum corporation as an example to illustrate how to 
apply INEPN to construct a conceptual model of supply chain. Figure 3 illustrates the 
sketch map of all processes including customer ordering, production process and 
customer acceptance.  
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Fig. 3. Processes of aluminum corp  

A conceptual model in supply chain can be constructed based on INEPN. In this 
model, CNN intellectualizes the real-time selection of branch factory.  

Supply chain for a manufacturing enterprise can be regarded as one assembly of 
several different participants in different processes including ordering, product design, 
manufacturing, business and so on. The complexity of the production and business 
determines that the selection of branch factory or supplier is a kind of systemic and 
real-time decision-making. Inter-organizational enterprises processes have some char-
acteristics, e.g., combination with discrete production processes, extension to the scale 
of management, expansion of business more agilely and flexibly, and response to 
market demands quickly and intelligently. The analysis of branch factory selection for 
manufacturing corporations is presented in Figure 4. 

One of the methods dealing with selection of branch factory concerning decision-
making techniques is virtual enterprise. As a result of the highly efficient cooperation 
among organization members, the virtual enterprise completes tasks by teaming up 
with different organizations and business processes successfully. Under a virtual  
enterprise environment, various cooperators with different benefits are highly 
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Fig. 4. The analysis of branch factory selection for manufacturing corporations 

autonomous and the relations will be equal among organizations or between subsidi-
ary companies and parent companies after the agreement is reached. 

Numerical Example: 
For the convenience of analysis, we suppose that market department is responsible for 
gathering the customers’ order forms and transferring demand plans to branch produc-
tion factory to manufacture, whereas purchasing department’s responsibilities are 
supplying the raw materials (e.g. fuels and aluminum ores, and others.) Air-
conditioner manufacturers, planemakers and aluminum refinement corporations are 
customers of aluminum corporation, distributed in region 1A , 2A  and 3A  separately. 

1B , 2B , 3B  and 4B  are branch factories scattered in region 1B , 2B , 3B  and 4B  

correspondingly.  1C , 2C  and 3C  are the material suppliers. 

Figure 4 shows processes of aluminum corporations. The intelligent selection of 
branch factory model in a manufacturing supply chain based on INEPN, is demon-
strated as Figure 5. In this example, we apply CNN in intelligentizing the transition 
condition of the process to select branch factory. 

Generally, the following factors can affect the selection of branch factory: produc-
tion capability, raw material price, transport costs and convenience, productive rate, 
delivery time, seasonal factors, order quantity, productive cycle, climates and others. 
In this model, these factors are quantified and taken as input Uk . Let 0.15η= , and 

ijω  can be drawn through the learning of CNN. The calculating results can be ex-

pressed as table 1 and Figure 6. From these calculating results, we can see that the 
INEPN learning algorithm is effectively if we can suppose the initialized weights are 
appropriate. 

The proposed INEPN model is performance-wise better than the traditional back-
propagation algorithm. Time-complexity of the INEPN model is less than the BP 
algorithm. The absolute convergence of the INEPN model occurs after adaptation of 
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Fig. 5. An intelligent branch factory selection model applying INEPN 
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Fig. 6. Progress of weights learning in INEPN model 

the network thresholds less times at all layers than BP algorithm and once later in 
the output layer. Such absolute convergence guaranteed even for a relative rough 
error surface.  
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Table 1. The calculating results of ijω  

ijω      
i 

 
j 

1 2 3 4 5 6 

1 0.1030 0 0.0322 0 0 0.1200 
2 0.1127 0.0121 0 0.1042 0.2012 0.0238 
3 0.1018 0 0.0122 0 0.1003 0 
4 0.0023 0.1121 0.0017 0.1134 0.0019 0.0897 
5 0.1015 0.1020 0.1126 0.1147 0.0002 0.0023 
6 0.0213 0.1023 0.1034 0.0098 0.0789 0 
7 0.0224 0.0341 0.1134 0.0128 0.1023 0 
8 0.1013 0.0020 0.0004 0 0 0.1101 
9 0.0097 0.1009 0.0056 0.1121 0.1118 0.1016 

10 0.0006 0.0082 0.0927 0 0 0.1023 

6   Conclusions 

This paper presents a CNN-based intelligent Petri nets model and its application in 
supply chain conceptual modeling.  A numerical example is used for illuminating the 
calculating and learning process of the proposed model. It is a supplement for intelli-
gent Petri nets research. This model gives traditional Petri nets the ability of learning 
and intelligent decision-making. The idea proposed in this paper is a new formal way 
to solve the Petri nets learning problem. 

In addition, it can also be taken as a new modeling method for supply chain theory 
and practice. Many researches are carried out on how to define the upstream and 
downstream members of the supply chain [10].What should be emphasized is that the 
proposed model can be applied to the real-time supplier selection for intelligent deci-
sion-making. 
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Abstract. SystemC can be considered as the best possible language today for 
system level design and exploration of embedded systems. However, testing 
SystemC descriptions is still an open issue, since the language is new and 
researchers are looking for efficient error models and coverage metrics, which 
can be indifferently applied to hardware and software modules. In this paper we 
propose a novel approach to automate the test coverage analysis for SystemC 
descriptions using UML and Aspect-Oriented technology. SystemC meta-model 
and aspect meta-model are established to support UML customization and 
extension. They also provide the foundation for aspect weaver and SystemC 
code generator. Expected functional coverage metric could be extracted from 
UML timing descriptions so that it is possible to automate the whole test 
coverage analysis. By using the aspect-oriented technology test functionalities 
could be added or replaced without modifying the original design. It makes 
system designs more readable and easier to maintain. 

1   Introduction 

Today’s embedded systems consist of multiple architectural components including 
software and hardware. The ability to specify and verify these systems at a high level 
of abstraction is a key competence to cope with the increasing design complexity. 
C/C++-based approaches on system specification and design are becoming more and 
more important. The leading approach for C++-based system specification is SystemC 
[1], which is on the step of becoming a de facto standard in industrial system-level 
design. SystemC provides efficient and accurate models of hardware/software 
components and allows a high performance simulation of system behavior during the 
whole design process.  

Considering that functional verification has become a real bottleneck of the entire 
design process, accurate verification methodologies are needed. However, testing 
SystemC descriptions is still an open issue, since the language is new and researchers 
are looking for efficient error models and coverage metrics, which can be 
indifferently applied to hardware and software modules. SystemC models are 
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executable descriptions so that they can be easily integrated with simulation-base 
verification. In current industrial practice, simulation-base verification consists of the 
generation and simulation of massive amounts of random tests. Advanced random 
generators can improve the quality of generated tests, but cannot detect areas in the 
design that are not tested while others are tested repeatedly. Coverage analysis with 
some well-defined coverage metrics performs a quantitative analysis of simulation 
completeness [2][3]. With the coverage reports, verification resources can be steered 
toward areas of low coverage, making verification efforts more effective. Now the 
main approach for coverage analysis is to create a comprehensive list of tasks which 
are inserted into the source code and then check that each task is to be covered during 
verification. However, using this method designers are always be troubled with the 
interweave of both design code and test code so that it is difficult to reuse and change 
the original design code. 

This paper presents a novel coverage analysis method which applies aspect-
oriented programming (AOP) [4] to SystemC descriptions and helps out of the above 
problem. Aspect-oriented programming (AOP) is a new programming technique that 
supports to encapsulate aspect code which is formerly tangled with the normal 
component code and can weave such crosscutting concerns into original code 
automatically with the help of an aspect weaver. Verification procedure can benefit 
greatly from AOP because constraint checkers and debugging codes can be separated 
and modularized from the main functionality, and in the meanwhile it is much more 
flexible to meet various requirements of testers.  

The two important components of AOP are pointcuts and advices. Pointcuts 
correspond to points in the dynamic execution of the program. They can often be 
formulated in terms like: before or after a method (constructor, process) is called; if 
any of exceptions takes place; when something (attribute or variable) gets changed, 
etc. Once a pointcut is reached an advice will be triggered. Advices execute relative 
actions that one wants to apply to the source code. The combination of the pointcut 
and the advice is termed as an aspect. In our paper we build the coverage checker 
aspects which include where (and in what cases) we want checkers to be placed and 
what action we want to take in these checkers. 

The Unified Modeling Language (UML) [5] is currently being used as the 
universal technique for modeling object-oriented applications across development life 
cycles from design to verification. As a compromise between the requirements for a 
standard notation and for domain-specific modeling languages, UML was designed as 
an extensible modeling language with extension mechanisms. To apply UML to 
model SystemC and aspect, we develop a SystemC-specific meta-model and an 
aspect-specific meta-model to serve as formal definitions of such extensions. They 
add more semantic depth to the standard meta-model and thus build a foundation for 
model analysis, aspect weaving and code generation.  

The remainder of this paper is organized as follows: In section 2, we briefly 
introduce our automation methodology for functional coverage analysis. Section 3 
introduces UML extensions for SystemC and aspect modeling. Section 4 discusses the 
expected functional coverage metric. Finally, in section 5, we present a conclusion 
and suggest possible areas of future investigation. 
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2    Automatic Functional Coverage Analysis 

In this section, we propose a method to automatically quantify functional coverage. 
Figure 1 illustrates our approach to automate coverage analysis. 
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Fig. 1. Functional coverage analysis automation 

 
Recently, many adaptations and extensions to UML have been made to reflect a 

domain’s world view. As a technique, domain-specific UML meta-modeling has 
gained in importance. In our approach, SystemC meta-model and aspect meta-model 
are established for SystemC and aspect modeling. SystemC models describe systems 
while aspects models represent pointcuts and advices to the original models for 
verification purpose. A model is an instance of a meta-model, meaning that every 
element of the model is an instance of an element in the meta-model. By this 
formalization a model is represented as a syntax tree so that it is possible to analyze 
and transform the model accurately. Through an aspect weaver and a code generator, 
SystemC code coupled with test code are produced automatically. Then executable 
codes are simulated for the final coverage report.  

A challenge with this approach to automate the evaluation of verification coverage 
is the requirement to determine which functional coverage metric to be applied on 
SystemC specification. Functional coverage, which as the name implies, focuses on 
the functionality of the design is to prove that all functions undergo simulation.  
Functional coverage has been proved more effective in finding errors because it 
focuses on application domain and can be tuned to areas which users think are of 
significance [6][7]. However, functional coverage is specific to each design and thus 
more difficult to define and measure than regular code-based coverage.  
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In our approach, state diagrams and sequence diagrams of the UML are used to 
illustrate the dynamic view of the system. Functional coverage metric essentially 
defines the set of paths with a finite list of points to be covered. So it is natural to 
concentrate on sequence diagrams to get specific coverage metrics which consist of 
interactions of objects and actors representing a path of the system behavior. 
Specifically, in UML2.0 [8], timing diagrams are used to bridge a certain gap between 
the sequence and state diagrams. Timing diagrams can show both of the present state 
of the system and the time dependencies between. These expression abilities are very 
useful for our coverage metric definition. More details will be discussed in section 4. 
It is possible to extract the expected coverage metric automatically from model trees.  

In the verification procedure, the system model does not need to know about any 
functionality the aspect has added. When the verification is finished, the original 
system models bypass the aspect weaver and regain the original functionality. So 
using this approach verification tasks gain the most flexibility.    

3   UML Extensions for SystemC and Aspect Modeling 

The UML specification is defined by using a meta-modeling approach that adapts 
formal specification techniques to increase the precision and correctness of the 
specification. The UML meta-model conforms to a 4-layer meta-model architectural 
pattern [5], which are user object layer(M0), user model layer(M1), meta-model 
layer(M2) and meta-metamodel layer(M3) respectively. The primary responsibility of 
the meta-model layer is to define a language for specifying models while the meta-
metamodel layer is to define the language for specifying a meta-model. The OMG has 
encouraged and adapted the Meta Object Facility (MOF) [9] as the standard meta-
metamodel. In our paper, language extensions to UML refer to SystemC meta-model 
and aspect meta-model which all conform to the MOF standard.  

The core language elements of SystemC include modules and ports for 
representing  structural  information, channels and interfaces as abstraction for 
communication, and processes for expressing concurrency behaviors, and event as a 
flexible, low-level synchronization primitive [1]. A complex system consists of nested 
modules. A meta-model formally defines the constitution and the abstract syntax of 
the modeling language. So we need introduce the new SystemC concepts into UML. 
Fig. 2 shows the meta-model for SystemC modeling. UML extension based MOF can 
make use of the object-oriented modeling facility, including creating new metaclasses 
and creating new associations between metaclasses. Existing Basic metaclasses are 
imported from the Core package defined in the UML2.0 [8]. 

We illustrate a SystemC model with a simple system. As shown in Fig. 4, there is a 
simplified graphic view of this system in the right and a tree data structure in the left. 
This system is a typical system-level description which includes a master(m1), a 
slave(m2) and a bus(channel). The master(m1) gets a access to interface i through 
port p1 while the channel gets a access to interface i2 through port p.  It should be 
noted that every node of the tree structure is an instance of an element of SystemC 
meta-model.   
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Fig. 2. Meta-model for SystemC modeling 

 
Fig. 3 shows a meta-model for AOP modeling. The core concept of the AOP 

extension is modeled by the Aspect metaclass. An aspect also owns pointcuts and 
advices, modeled by the Pointcut and Advice metaclasses and the pointcut-aspect and 
pointcut-advice associations. A pointcut specifies a pattern of message interception, 
specified with the pointcutExpression. Finally, each advice uses exactly one pointcut, 
through the advice-pointcut association, and specifies some kind of action to be 
performed when the pointcut condition occurs, using the body attribute.  
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Fig. 3. Simplified meta-model of AOP modeling  

 
In our paper, aspects refer to checkers aspects. A simple example is given and also 

shown in Fig. 4. This aspect intends to monitor when the wait for events statement is 
met and to add suitable writelog functionality. The after or before adviceKind means 
writelog will be executed after or before the pointcut occurs.   
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AspectC++ [10] is an open source aspect-oriented extension to the C++ language, 
so it could be an available aspect weaver at the SystemC code level. However we 
need an aspect weaver working at model level. We provide an aspect weaver that 
aims to analyze model trees and produce the results which have been added the 
desired verification tasks. There are two kinds of pointcuts to be dealt with by our 
aspect weaver. One is the pointcut to be weaved into the existed model node, for 
example, the pointcut when the interface method is called. The other needs to be 
weaved into the internal body of the model node. For example, the wait for events 
statement will occur within the body of the process method, so the aspect weaver adds 
a reference to the body of the process method. As illustrated in Fig. 4, the model tree 
will be transformed to the result with the shaded part after aspect weaving. AOP 
allows us to layer rather than embed functionality so that system models are more 
readable and easier to maintain.  
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Fig. 4. An example of system model tree  

Our modeling and weaving tools are implemented based on the Eclipse Platform 
[11].  Eclipse provides a modeling framework EMF which is an implementation of 
the MOF specification and can provide a highly efficient Java implementation of a 
core subset of the MOF API. 
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4   Expected Functional Coverage Metric  

In SystemC the basic unit of functionality is called a process. A process must be 
contained in a module—it is defined as a member function of the module class and 
declared to be a SystemC process in the module’s constructor. SystemC processes are 
different from the regular member function of UML class because there is no explicit 
call on them at all. SystemC processes are triggered or resumed by the events which 
may occur during the course of simulation. Because a process is always event-driven 
or reactive, system behaviors are able to be captured by UML state or sequence 
diagrams. 

It is possible to extract all state transition automatically from UML stare diagrams 
but we think all path enumerations make no sense to specific system functionality. So 
we use timing diagram of UML2.0 to represent state transition sequence related to 
specific system functionality. A timing diagram shows the transition in state of an 
object over time in response to events or stimuli. Figure 5(a) gives a timing diagram 
with one module. In fact a system will be complicated since there are communication 
and interaction between modules. Figure 5(b) gives another timing diagram with more 
than one module and messages between them. Clock is a special object which will 
send clock-event to other modules. Clock-event will be useful when the change of 
variables in the static sensitivity list needs to be captured. From timing diagrams it is 
apparent that the communication between modules results in an expected functional 
coverage metric. For example, an expected state transition sequence is: (m1,sta1)-
(m1,sta2)-(m2,sta2)-(m2,sta1)-(m1,sta3)-(m2,sta2)-(m1,sta1). So we can extract our 
expected functional coverage metric from such timing descriptions. We can designate 
the name of every coverage metric as the same as the use case name because every 
metric we discuss here responds to one certain functionality of the system. 
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Fig. 5(a). Timing diagram with one module Fig. 5(b). Timing diagram with more than 
one module 

5   Conclusion and Future Work 

Since Aspect-Oriented Programming (AOP) is a new paradigm that shall not compete 
but enhance the Object-Oriented Programming (OOP), recently it has obtained more 
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and more attention. In this paper we mainly focus on applying AOP to the functional 
coverage analysis of SystemC description. SystemC can be considered as the best 
possible language today for system level design and exploration of embedded 
systems. New efficient coverage analysis method addressing with SystemC is needed.  

We believe that UML modeling is essential because it is a standard modeling 
language across development life cycles from design to verification. In the future we 
plan to study SystemC code generation by further considering a whole 
hardware/software integrated system. 

Aspect-Oriented Programming gives us a way to separate and encapsulate 
verification functions from the design under test (DUT). We think AOP will be 
encouraging not only with coverage analysis but also with other functions such as 
debugging and performance measurement. A further investigation would be to study 
how the verification aspects could be grouped into a reusable framework. 
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Abstract. In order to meet the requirements of high responsiveness and uncon-
strained collaboration in real-time collaborative editing systems, this paper  
proposes a novel multi-granularity optimistic locking scheme for concurrency 
control in collaborative editing systems based on relative position. In the pro-
posed scheme, reading lock and editing lock are taken into account, and the 
start position of locking region and that of operation are relative, and they are 
not transformed into absolute positions until operations are sent to collaborative 
sites or locks are added into lock table. Additionally, the granularity of lock can 
be selected by co-editors optionally, and any co-editor can edit the locking re-
gion without being blocked before his/her requested lock is confirmed. The ap-
plication case study shows that this concurrency control scheme has advantages 
of high responsiveness, unconstrained collaboration, and good data consistency 
maintenance. 

1   Introduction 

Real-time distributed collaborative editing system is an important branch of CSCW 
(Computer Supported Collaborative Work), and it is one of the most active research 
areas. It has the characteristics such as high responsiveness, high concurrency, and 
unconstrained collaboration. Therefore, the architecture of the system must be repli-
cated or semi-replicated, which makes its concurrency control very difficult. Re-
cently, a number of concurrency control algorithms for real-time collaborative editing 
systems have been proposed, e.g., traditional lock algorithm, tickle lock [1], floor 
control strategy [2], Undo/Redo model [3][4], and operational transformation 
[5][6][7]. However, all these algorithms have disadvantages in different aspects, and 
reading lock was not taken into account in them. Enlightened by operational trans-
formation and optimistic locking mechanism, and with the consideration of both read-
ing lock and writing lock, we propose a multi-granularity optimistic locking concur-
rency control scheme based on relative position, which has the characteristics of high 
responsiveness, unconstrained collaboration, and good data consistency maintenance. 
We have applied this scheme in our real-time collaborative editing system, and found 
that the scheme combines the advantages of traditional optimistic locking mechanism 
and operational transformation algorithm and meets the requirements of real-time 
collaborative editing systems well. 
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2   Optimistic Locking Scheme Based on Relative Position 

2.1   Basic Concepts 

In any centralized system, the server becomes the bottleneck. On the other hand, the 
concurrency control for full distributed system is very difficult. Therefore, the archi-
tecture of proposed collaborative editing system is semi-replicated, in which each user 
can create a new session or join an existing session. There are three roles in the pro-
posed system: chief editor, co-editor and reader. The conflicts between locks are co-
ordinated by the chief editor site in the session. Except the locking request, all editing 
operations of co-editors are sent to the other member sites in the same session. Addi-
tionally, in this system, the shared documents are replicated at the local storage of 
each cooperating site.   

The basic terms referred to in this system are defined as follows: 

Definition 1: Insert[S,P] means inserting string S at position P. 
Definition 2: Delete[N,P] means deleting N characters starting from position P. 
Definition 3: Copy[N,P] means copying N characters starting from position P. It is 

only executed at the local site. 
Definition 4: Co-editor is a user having joined a session. 
Definition 5: Chief editor is the first user establishing the session, and she/he is re-

sponsible for the coordination of conflicts between locking requests in the session and 
the management of the session.  

Definition 6: Reader can only read and copy the local replica but cannot edit it. 
Moreover, if she/he does not want his/her reading/copying region to be changed, 
she/he can put a reading lock on this region. 

Definition 7: Relative position between two locks denotes the distance from the 
end position of the former lock to the start position of the later lock. 

Definition 8: Lock is denoted by the following data structure: lock (user_id, type, 
t_s, rel_pos, s_p, s_l, n_l), where, user_id denotes the ID of a lock’s owner; type is 
used to identify that the lock is a reading lock or an editing lock; t_s represents the 
timestamp when the lock is requested; rel_pos denotes the relative position between 
the lock and its reference lock; s_p denotes the absolute locking position of the lock; 
s_l represents the length of the locking region when the lock is requested; and n_l, 
which is changed dynamically with the editing operations going along in this lock, 
denotes the length of the locking region when the region is edited. 

Definition 9: Lock conflict occurs when two or more concurrent exclusive locking 
operations overlap in their regions. 

In the proposed scheme, locks are classified into reading locks and editing locks. 
All users cannot edit the locking region of reading locks, in which they can only read 
or copy. But the owner of editing lock can insert, delete, and copy in its locking re-
gion. In addition, we assume that one user can hold an editing lock and a reading lock 
at best at the same time, and reading locks are mutually inclusive, that is, two or more 
reading locks can overlap in their regions, but editing locks are mutually exclusive.   

Definition 10: Locking Table (LT) is a list table recording the data of locks, and 
denoted by the following data structure: locklist (lock0, lock1, lock2 ,…, locki ….,). Each 
lock in LT is denoted by the data structure of Definition 8, and lock0 is lock-head. 
Moreover, Locks in the LT are ordered by sort ascending of their start locking posi-
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tion, and this order will be changed dynamically because of locking and unlocking 
operations. Furthermore, the largest lock number in LT is 2n, here, n is the number of 
the co-editors in the same session. 

Definition 11: Lock-head is the timestamp of the first lock, and it is the reference 
time when the first lock in the LT is being requested.   

Definition 12: Reference Lock is the nearest to the requested lock and in front of it, 
and it is the reference for calculating the absolute start locking position of the re-
quested lock. For example, it is assumed that the editing context is 
“ABCDEFGHIJKLMNOPQRST”, and there are three locks, as shown in Fig. 1. Here, 
Lock1 is the reference lock of Lock2, and Lock2 is the reference lock of Lock3. It is 
assumed that Lock1[user1,w,lock1,0,2,4,4] is included in the LT , and Lock2 is denoted 
by Lock2[user2,w,2,5,ref_lock[User1,w,Lock1]] before being added into LT. While 
Lock2 is confirmed and added into LT, its absolute start locking position is calculated 
by the following equation: Lock2.s_p=Lock1.s_p+Lock1.n_l+Lock2.rel_pos. Then the 
absolute start locking position of Lock2 is: 2+4+2=8, viz., 
Lock2[user2,w,Lock1,2,8,5,5] is added into LT. 

 
 
 
 
 
 

Definition 13: Undo Operation Set includes all the editing operations going along 
in the locking region of an editing lock at a local site before the editing lock is con-
firmed. 

It should be pointed out that the editing operations mentioned in this paper only in-
clude Insert and Delete operations, but not Copy operations.  

2.2   Optimistic Locking Scheme Based on Relative Position 

2.2.1   High Responsiveness 
The high responsiveness of the proposed locking scheme is based on the notion of 
optimistic lock. When a user requests a lock on a region, she/he can edit the region 
without being blocked, and editing operations are saved into the Undo Operation Set. 
A requested lock will eventually become confirmed or aborted. When it is confirmed, 
its owner is then guaranteed to have an exclusive right to the region, and the opera-
tions in the Undo Operation Set go into effect and are sent to all remote sites in the 
same session, or else, these operations are undone and the owner of the lock will not 
be allowed to continue editing the region. Here, the period between the lock request 
and the lock confirmation/rejection is called the transaction period[8]. Editing opera-
tions of a local site going along during the transaction period are saved into the Undo 
Operation Set. 

2.2.2   Consistency Maintenance for Locking Positions and Editing Positions 
Since each cooperating site generates and broadcasts operations (including editing 
operations and locking operations) without synchronization, operations may be exe-

ABCDEFGHIJKLMNOPQRST 

Lock1 Lock2 Lock3

Fig. 1. A scenario of reference locks 
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cuted at a position different from their natural position at remote sites. In order to 
solve this problem, we assume that each co-editor can only edit the locking region of 
her/his own editing lock, and the locking length of each editing lock is adjusted dy-
namically with the editing operations going along. In addition, we find that the rela-
tive position between two neighboring locks is fixed. Inspirited by this idea, when a 
lock is requested or sent, its start locking position is denoted by the relative position 
between it and its reference lock. And the start position of editing operations in an 
editing lock is also denoted by the offset to the starting position of the lock. Then the 
position consistency of locking operations and editing operations are maintained. 

2.2.3   Conflict Coordination Scheme for Requested Locks 
Before editing, each co-editor must firstly apply for an editing lock on the region in 
which she/he wants to edit. But whether a reader applies for reading lock before read-
ing or copying is determined by herself/himself, and she/he can read or copy at any 
position in the replica. If a requested reading lock is confirmed, the content in its 
region will not be changed before it is unlocked. At present, the contribution of read-
ing lock for the concurrency control in collaborative editing system is still argued. We 
also only have done little research on it. Moreover, Conflicts between requested locks 
are coordinated by the chief editor site. If an editing lock requested is confirmed, its 
owner can edit or copy at any position in the locking region, and these editing opera-
tions, which are denoted by offset to the start locking position of the lock, are sent to 
other member sites in the same session. Then these operations are executed at the 
remote sites in turn respectively. If a co-editor wants to apply for a lock on a region, 
the local LT is scanned first in order to judge whether the lock conflicts with the oth-
ers. If they conflict with each other, local editing operations in the region are prohib-
ited, and the requested lock is aborted, otherwise, it is sent to the chief editor site. 
Before the requested lock is confirmed, the local user can edit the locking region in 
advance, and the operations going along during transaction period are saved into the 
Undo Operation Set. When the chief editor site receives the locking request, it also 
scans its LT to check whether the locking region of the lock conflicts with that of the 
other locks in the LT and whether its reference lock is out of date (here, reference lock 
out of date means that the reference lock is unlocked. And it brings in the result that 
 

 

Fig. 2. A scenario of applying for locks and sending editing operations 
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Fig. 3. The conflict coordination scheme for requested locks at chief editor site 

 
locking position transformation of a requested lock lacks warrant or the transforma-
tion result violates its intention.). If not, it will reply with agreement information and 
send the information of the new confirmed lock to all member sites in the session, and 
the editing operations in the Undo Operation Set of the site applying for the lock take 
effect and the requested lock is confirmed, or else, the chief editor site will reply with 
denying information, and the requested lock is aborted. When the site applying for the 
lock receives the denying information, it will undo its editing operations done ahead 
of schedule according to its Undo Operation Set. The process of requesting a lock is 
shown in Fig. 2, and the conflict coordination scheme for requested lock at chief edi-
tor site is shown in Fig. 3. 

On the contrary, if a user unlocks her/his lock, she/he must inform the chief editor 
site. Receiving this information, the chief editor site also undoes this lock and modi-
fies its LT, then sends this information to other member sites in the session. When 
these member sites receive this information, they also unlock the lock and modify 
their LT correspondingly. 

As mentioned above, we can see that if the locking region of a requested lock does 
not conflict with that of the others in the local LT, its owner can edit the region imme-
diately without being blocked. Additionally, since awareness and other coordination 
mechanisms are implemented in our real-time collaborative editing system, it is rare 
that multi-co-editors apply for locks at a conflict position so that it is unusual to have 
undoing editing operations due to the abortion of requested lock. Therefore, a high 
responsiveness of the system is achieved. 
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3   Conflict Judgment and Locking Position Calculation Scheme 

The site applying for a lock sends to the chief editor site the information of the lock-
ing request: apply_lock((user_id, lock_tp, rel_pos, lock_len), ref_lock(ref_user_id, 
ref_tp, timestamp)). Here, user_id denotes the ID of the user applying for the lock; 
lock_tp denotes that the lock is an editing lock or a reading lock; rel_pos represents 
the relative position between the requested lock and its reference lock; ref_user_id 
denotes the ID of the user holding its reference lock; ref_tp denotes the type of the 
reference lock, and timestamp denotes the timestamp of the reference lock. 

3.1   Conflict Judgment and Locking Position Calculation for Requested Locks at 
Chief Editor Site 

Because of the time delay of network and operation concurrency, when the informa-
tion of a requested lock arrives at the chief editor site, and its reference lock is not out 
of date, there may be new locks held by other co-editors between the requested lock 
and its reference lock (it can be illustrated by some examples in Fig. 4.). Therefore, it 
must be judged whether the requested lock conflicts with these new locks according 
 

 

 

Fig. 4. Position relationships between apply_lock and a new added lock 

 
to their locking positions and the length of their locking region. If there is no conflict, 
the reference lock and the relative position between the requested lock and its new 
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reference lock are adjusted. In Fig. 4, apply_lock denotes a requested lock; locki de-
notes the reference lock of apply_lock; L denotes the locking length of apply_lock, 
and r denotes the relative position between apply_lock and locki; sj denotes the rela-
tive position between lockj-1 and lockj, and wj denotes the locking length of lockj. The 
conflict judgment and locking position calculation methods in all possible cases are 
introduced respectively as follows:  

(1) apply_lock and the locks between locki and apply_lock do not overlap in their 
regions, and it is shown in Fig. 4(a). In this case, there must be a lockk satisfying 

the following inequalities: r ≥
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can see from Fig. 4 (a) that apply_lock does not conflict with the other locks, but 
lockk-1 becomes its new reference lock. Furthermore, for operations of other co-
editors are going along in their own locking regions all the time, when the infor-
mation of apply_lock arrives at the chief editor site, editing operations in the lock-
ing regions of the locks between apply_lock and locki may have occurred. Accord-
ingly, it will result in the change of the relative position r between apply_lock and 
locki. The new relative position r’ can be calculated by the following equation: 

r’ r+ .s_l)lock-.n_l(lock m

1-k

1im

m

+=

 (a)  

Then the new relative position apply_lock.rel_pos between apply_lock and its new 
reference lock lockk-1 also can be calculated by the equation (b): 

apply_lock.rel_pos=r’
+=

+
1-k

1im

mm .n_l)lock.rel_pos(lock  (b) 

After the apply_lock.rel_pos is attained, the absolute start locking position of 
appy_lock can be got by the following equation: 

apply_lock.s_p=lockk-1.s_p+lockk-1.n_l+apply_lock.rel_pos (c) 

(2) apply_lock and the new locks between apply_lock and locki
 overlap in their lock-

ing regions, and it is shown in Fig. 4(b)(c)(d). In these cases, if both lockk-1 and 
apply_lock are reading locks, there is no conflict between them. But the reference 
lock of apply_lock becomes lockk-2, and the relative position between apply_lock 
and lockk-2 can be attained with reference to the equation (a) and (b). On the other 
hand, if one of apply_lock and lockk-1 is a reading lock and the other is an editing 
one or both are editing locks, they conflict with each other. Then the apply_lock is 
aborted, and the chief editor site will reply with the denying message to the site 
applying for apply_lock. 

In both conditions mentioned above, if there is no conflict, apply_lock is con-
firmed, and the chief editor site adds the new information of apply_lock (including its 
new reference lock, new relative position and new absolute start locking position) into 
the chief editor site’s LT and sends this information to all member sites in the same 
session. 
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3.2   Locking Position Calculation of a New Added Lock at All Member Sites  

Because of the operation concurrency, when the information of an added lock sent by 
the chief editor site arrives at co-editor sites, a local user may have applied for new 
locks between the new added lock and its reference lock but not received the agree-
ment information from the chief editor site. It should be pointed out that the local site 
is only able to apply for one editing lock and one reading lock between the new added 
lock and its reference lock at best or one of them, which is shown in Fig. 5. In this 
figure, add_lock denotes the new added lock sent by the chief editor site, refer_lock 
denotes the reference lock of add_lock, and local_lock represents the lock which is 
requested by the local user between add_lock and refer_lock, but is not confirmed by 
the chief editor site. In this process, one of the following two cases will emerge, (1) If 
add_lock and the new locks between add_lock and refer_lock do not overlap in their 
regions; or if add_lock and local locks are all reading locks, even in the condition that 
they overlap in their regions, there is no conflict. This case is illustrated in Fig. 5 (a) 
and (b).  In this case, the reference lock of add_lock and the relative position between 
add_lock and its reference lock are also adjusted according to the scheme mentioned 
in Section 3.1; (2) If add_lock and local locks overlap in their regions, and at the same 
time, both add_lock and the local lock, the locking region of which overlap add_lock, 
are editing locks or one is an editing lock and the other is a reading lock, these two 
locks conflict with each other, and the local lock conflicting with add_lock is aborted. 
This case is illustrated in Fig.5 (c) and (d). Correspondingly, the parameters of 
add_lock are also adjusted according to the scheme mentioned in Section 3.1. Then 
add_lock is added into the local LT. 

As mentioned above, we can see that, in the case that there is no conflict between 
the requested lock and the locks in LT and that its reference lock is not out of date, if 
 

 

Fig. 5. Position relationships between a new added lock and new requested locks in a local site 
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co-editors edit the locking region of their own editing lock respectively, the area out 
of their locking region will not be changed. Therefore, the relative position between 
two neighboring locks will not be changed too. Additionally, during a lock being 
requested, if there are new locks requested by other co-editors between the requested 
lock and its reference lock, the locking position and the reference lock of the re-
quested lock will be adjusted according to the scheme mentioned in Section 3.1. On 
the other hand, at the chief editor site, if a requested lock conflicts with the locks in 
LT or its reference lock is out of date, the requested lock is aborted, and editing opera-
tions in it done ahead of schedule are canceled according to undo operation set. Then 
its locking position consistency at chief editor site is guaranteed. Moreover, when the 
information of a new added lock arrives at co-editor sites, if a local site has applied 
for new locks between the new added lock and its reference lock, and the local user 
has edited in it, the reference lock and the locking position are also adjusted according 
to the scheme mentioned in Section 3.1. By this means, the locking position consis-
tency at each cooperative site can be maintained. Of course, if the local co-editor did 
not apply for a new lock between the new added lock and its reference lock, the pa-
rameters of this new added lock will not be changed.  

4   Application of the Scheme in Collaborative Editing System 

In our real-time distributed collaborative editing system, the communication architec-
ture between cooperative sites is fully distributed except applying for lock, and our 
concurrency control scheme has adopted in this system. A cooperative editing sce-
nario including three co-editors is shown in Fig. 6, where, the local user holds an 
editing lock lock2 [336,213], and the other two co-editors hold a reading lock lock1  
 

 

 

Fig. 6. A scenario of the scheme application in the real-time collaborative editing system 
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[1,336] and an editing lock lock3 [1558,264] respectively. In our system, the locking 
regions of different co-editors are distinguished by different colors. The application 
result shows that our concurrency control scheme can maintain the consistency of the 
replica at each cooperative site, viz., it can ensure the CCI (Convergence, Causality-
preservation, and Intention-preservation) properties of consistency model [9]. 

5   Comparisons with Related Work 

In the current collaborative editing system, the tickle lock is adopted. Since the granu-
larity of lock in this algorithm is one section at least, multi-co-editors cannot edit in 
the same section at the same time[1]. Whereas, in our scheme, the granularity of locks 
can be selected by co-editors optionally. 

The floor control algorithm is used in the cooperative editing of JCE, in which each 
co-editor must get floor before editing, so it is fit for discussion, instead of the real-
time unconstrained collaborative editing. However, our scheme can guarantee the 
high responsiveness and unconstrained collaboration. 

 In addition, high responsiveness, convergence and unconstrained collaboration can 
be achieved in the operational transformation, but it cannot maintain the semantic 
consistency in context. So the locking mechanism is also integrated into this scheme 
in its later work [9]. Not only having the advantages of operational transformation, but 
also our scheme is able to guarantee the semantic consistency in context, and takes 
reading lock into account.   

6   Conclusion 

In this paper, we proposed a novel multi-granularity optimistic locking scheme 
based on relative position for real-time collaborative editing systems. We start from 
pointing out that locking is able to help maintain semantic consistency but the con-
sistency of locking positions is difficult to maintain. Based on this observation and 
on the fact that the relative position between two neighboring locks will not be 
changed, the locking positions and operation positions are denoted by relative posi-
tions when they are sent. Then, the schemes of conflict judgment between two locks 
and locking position calculation at the chief editor site and other member sites have 
been proposed. At the same time, the reading lock has been taken into account in 
the proposed approach. The similarities and differences between the proposed 
scheme and other existing concurrency control schemes in collaborative editing 
systems are also discussed. 

The proposed scheme has been implemented in our real-time collaborative editing 
system. By means of this prototype system, we have carried a usability study on the 
proposed scheme from end-users’ perspective. The result shows that the features of 
high responsiveness, unconstrained collaboration and high concurrency are achieved. 
Moreover, after a further improvement, our scheme can be used for the concurrency 
control of other distributed shared objects such as linear list. 
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Abstract. Hybrid peer-to-peer architectures use special nodes to provide direc-
tory services for regions of the network (“regional directory services”). They 
are a potentially powerful model for developing large-scale networks of com-
plex digital libraries. This paper presents our recent research work on the new 
content-based text filtering and collaborative filtering based on hybrid P2P 
(Peer-to-Peer) networks. From various perspectives, our work focuses on how 
to share the text content and recommend information based on hybrid P2P net-
works. Several models are proposed to implement the content-based text re-
trieval and collaborative filtering effectively. These models are then evaluated 
and validated through implementations and analyses. The results show some 
advantages of the proposed approach for the content-based filtering algorithm 
based on lexical chain and collaborative filtering algorithm in hybrid P2P net-
work and potential applications in complex digital libraries and distributed in-
formation sharing. 

1   Introduction 

Peer-to-Peer (P2P) computing is a relatively new approach to federated search of 
large networks of digital libraries. In P2P networks, the nodes can send and receive 
information as both servers and clients. Pure P2P architectures are completely 
decentralized; each node can issue requests which can be satisfied, or route requests 
to other nodes. Hybrid P2P architectures include two types of nodes: leaf nodes and 
directory nodes. Leaf nodes provide information as well as post requests (“queries”). 
Leaf nodes can be used to model an individual with an information need or an 
information resource (e.g., a digital library). Directory nodes do not have contents of 
their own but provide regionally centralized directory services for the network to 
improve the routing of information requests. Directory nodes are also called “ul-
trapeers”, “hubs”, or “supernodes” in the research literature. Each directory node 
provides directory services for portions of the network and directory nodes work in a 
cooperative manner to cover the whole network. 

Early P2P architectures provided federated search by either relying on a single 
centralized directory service or employing the flooding technique in completely de-
centralized manner (a node broadcasting query messages to all of its neighbors) to 
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decide how to route query messages. The former approach suffers from a single point 
of failure and has limited scalability, while the latter approach is less efficient and 
may overload the network. Hybrid P2P architectures that use multiple decentralized 
directory services were developed to solve these problems. 

Although research on information systems using P2P architectures is very active 
recently, most recent research focuses on improving the efficiency, robustness, and 
load-balancing of distributed information storage or file-sharing systems [1-4]. 
Document retrieval in P2P networks has so far mostly been limited to simple key-
word-based methods: Matches between query terms and the keywords including in 
documents. These techniques may be sufficient for networks of small digital libraries 
that use well-known naming conventions and provide simple services. But some 
times, it is not available because different words can present the same things, for 
example, the Chinese word  have the same meaning ‘Computer’. 
So concept based information retrieval is important.  

This paper proposes a new content-based text retrieval and collaborative filtering 
model based on P2P network, the model includes the lexical-chain based text filtering 
algorithm and P2P architecture based information recommendation module. It pre-
sents the basic technique and method of implementing collaborative research and 
information sharing on this module, describes the technique of content-based informa-
tion filtering and the algorithm of information recommending. The experimental re-
sults on content-based filtering algorithm are presented and the future works are dis-
cussed.  

2   Content-Based Text Retrieval Model in Hybrid P2P Network 

In our content-based texts retrieval model in hybrid P2P networks, the leaf nodes 
provide request and documents, and the directory nodes do not have documents but 
provides regionally centralized directory services for the network to improve the rout-
ing of information requests. Each directory node provides directory services for por-
tions of the network and directory nodes work in a cooperative manner to cover the 
whole network.  

 

Fig. 1. The content-based documents retrieval model in hybrid P2P network 
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While the leaf node requires the document, it can post the request to the directory 
node of the same region. The directory node routes the query to other peer of this 
region. Every other peer will compare the query with the documents based on con-
cepts, calculate the relativity between them. Then, all peers will respond to the direc-
tory server. After that, the directory server can rank  all  responses and send the list 
clients with the required contents to the leaf node. When the leaf node gets the list 
peers, it will connect the peer with required document, and download the document 
directly from this peer. 

If all peers in this region do not have the document required, the directory will 
post the query to another directory node and wait the response from it.  

Fig. 1 shows the content-based documents retrieval model in hybrid P2P network.  

3   The Content-Based Filtering Algorithm Based on Lexical Chain 

3.1   About Lexical Chain 

As we known, an article or a paragraph is not simply enumerating some random 
words, but constituted mainly by a series of words or phrases that express synony-
mous . We can call this phenomenon cohesion, which makes these words and phrases 
concatenated according to some certain grammar and expression. 

A lexical chain is a series of words constituted by some adjacent words under the 
same topic. These words appear simultaneously in the same lexical environment, as 
they are expressing the same thing. 

E.g.: A paragraph about economic development: Efforts to develop the economy 
lacked a unified, focused approach. Basic requirements for sustained development 
had been established in only one sector, agriculture. Lack of well-developed eco-
nomic system, puts the economy at greater risk to changing external economic factors. 

From this paragraph, we can find such a lexical chain{economy, sector economic 
system economy economic}. These related words and phrases appear sequentially 
under the topic economy. Distances exist between these words, and their simultaneous 
appearance is within a certain scope in a concrete article, but they are not limited in 
sentences. Lexical chain describes semantic units in texts, and does not need the com-
plicated natural language process while being built. 

Morris and Hirst [5] first brought in the concept of lexical chain, and used it in text 
segmenting, so as to acquire a text structure. The basic thought is: as the lexical chain 
is constituted by a series of relevant words that express the same thing or meaning, if 
we find out these chains, then we get the text structure, moreover, different chains 
constitute segments of this text. Yet because of the limitation of that time, this algo-
rithm did not be realized.  

Lexical chain is now used in information extraction, information retrieval, check-
ing unsuitable words in a text, analyzing and computing texts’ similarity, constructing 
automatic links for super texts, segmenting texts, words disambiguating etc. [5-8]. 

3.2   The Way to Form a Lexical Chain 

While building a lexical chain to express a text, we should firstly consider how to 
choose words. It means which words are suitable to be candidate words. After analyz-
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ing a text, we delete all empty words: pronouns, modal verb, prepositions or adverbs 
with a subordinate clause and articles. Some other words that appear frequently, such 
as good do taking etc., we also put them into the table that includes the unused 
words. The rest are all candidates. 

The next problem is the word relationship. We build lexical chain according to the 
word relationship in dictionary. We use WordNet [9] as the source knowledge, which 
was designed Miller and Beckwith of Cognitive Science Laboratory, Princeton Uni-
versity, USA.  As an online lexical consulting system (an English word database that 
can be read by machines online), WordNet is a machine dictionary based on psycho-
linguistic principles. It uses our familiar spellings to express morphology and the 
synonym set Synsets (a list of synonyms which can be substituted each other accord-
ing to certain context) to express the meaning of a word. So far, WordNet embodies 
about 95600 lemmas, including 51500 words and 44100 compound words. They are 
organized roughly 70100 acceptations or synonym sets, describing relationships such 
as hyponymy, synonymous, antonymous, meronym / holonym etc. 

Here we consider 3 relationships: extra-strong, strong, and medium-strong. 

a) Extra-strong:  

It means the repetition of two words, neglecting their distance. 

b) Strong:  

It can be considered in 3 situations (set a window between two words, usually 7 
sentences):  

b1)  Both the two appear in the same synonym set, e.g. human and person 
appear in the same set {person, individual, someone, man, mortal, human, soul} 

b2)  There is some kind of semantic relationship between some certain sets 
in each synonym set of the two words, e.g. one synonym set of precursor {prede-
cessor, precursor, antecedent } has a antonymous relationship with successor’s 
synonym set{successor}.We call this relationship horizontal connecting. 

b3) If one is a phrase or compound word and some words in this phrase or 
compound word appear in other synonym sets, then we do not consider what kind 
 

 

Fig. 2. The medium-strong path between apple and carrot 
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of relationship this containment is, e.g., private_school. The synonym set{ pri-
vate_school } is included by the synonym set{school}. Although there is a rela-
tion of hyponymy, we consider school and private_school as strong. 

c) Medium-strong:  

There is a path connecting two words (define the distance between two words as a 
window, usually 3 sentences) and we limit the path length between 2 and 5. Figure 2 
shows the medium-strong path between apple and carrot. 

According to the relationship between key words, the formula for computing a 
weight value is described as the formula (1).   

 

In the formula (1), C  are constants pathij is the semantic distance between two 
words #turn means how many times directions change in the path. 
The basic idea is as follows: For each word Wi in the text, if Wi is a candidate word 
and there is some relationship between Wi and the lexical-chain (the interval between 
them cannot be too big), then calculate the power value between Wi and the lexical-
chain and append Wi into the lexical-chain. 

3.3   Expressing Text  

Traditional information filtering technique primarily filters out relevant texts by key 
words searching and statistics, just respectively computes the frequency of each key 
word in a text, but neglects the relationship between key words or key words and the 
topic. This technique isolating key words has many defects. Here we analyze three 
main factors that caused these defects in traditional key word technique and then give 
the corresponding solutions: 

3.3.1   Influence of the Useless Words  
That means characteristics that can appear in the all categories cannot represent a 
category. Some of these words belong to the set that includes the unused word, and 
others carry little information, so we will delete them. 

3.3.2   Influence of the Relationship Between Words  
It can  be  divided  into two instances:  one is because of synonyms (e.g. Chinese word 

 while the other is because of certain semantic relationship 
between words. In the medical category, for example, certain relationship exists in 
“doctor”, “nurse”, “hospital”, “sickbed”, “operating room ”, “diagnosis”, “infection”, 
“state of an illness”, “antibody” etc. The existence of one characteristic can replace 
others to some extent. The frequency that each characteristic appears respectively 
may be little or overlaid by some irrelevant words of high frequency. As the above 
distance formula does not take account of such influence while computing, it will also 
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lead to inaccuracy in distance computing. For this reason, we should take the semantic 
relation between words account. If they express the same topic, then their semantic 
distance in a dictionary is short, and they can be put together automatically during the 
process of text analyzing and considered comprehensively while computing the simi-
lar degree. 

E.g.: Information of some words from a text as follows: {{information: 3, tech-
nique: 1, Bayesian-technique: 1, datum: 2, model: 1, area: 1} {computer: 4}} the 
figure after each word means the times this word appeared in the text. 

If we only consider the frequency of each word, computer’s frequency is the high-
est. Yet we find other words are related strongly in semantics and can complement 
each other, so each one’s importance is elevated in this way. 

3.3.3   Influence of Unequal Status Between Words  
Although how important each key word is supportive to the topic can be shown by the 
times that it appeared, it is not enough. Often we need not read the whole passage 
while reading, but can find out the topic accurately from the title or the first para-
graph. This means there are some characteristic words supporting certain topic 
strongly (decision characteristics), their existences decide the topic to a great extent. 
Yet in a vector space model, this kind of decision may be submerged by the influence 
of numerous non-decision characteristics. In that case, we bring in the concept of 
characteristic district. 

Text characteristic district is a district that can show a text’s topic, including head-
lines, abstracts, key words and references. Yet not all texts contain an abstract, key 
words or references, so we let these structure units alternative. Some Chinese re-
searchers found by sample statistics that the coherent degree of natural science thesis’ 
headlines and contents is 98% in local Chinese periodicals, and the degree in news 
texts is 91%. Almost every article contains a headline, for this reason, a headline is 
one main text characteristic. 

Clue words are those summarizing or generalizing words, such as “anyway”, “in a 
word”, “to sum up” etc. We will enhance the importance of the words included in 
characteristic districts, at the same time, intensify the power of the words after clue 
words to enhance their importance. 

According to above, we will use lexical chain to express user templates and un-
known texts. Firstly, we analyze texts handed over by user, build lexical chain to 
express them, then build user template which automatically learns during filtering to 
express users’ interest and meet their interest better. As for unknown texts, we adopt 
the same method to build lexical chain for expressing them. 

3.4   Analyzing Text  

However, not all words in a text can be used for building lexical chain. Only key 
words that express the meaning of a text most clearly can be used. Methods for ex-
pressing texts are as follows: 

Preprocessing Text: Withdraw etyma and recognize phrases etc. 

Part-of-Speech Tagging: Part-of-Speech Tagging for words in the text. 
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Extracting Key Words: Get rid of the following words in texts: articles(e.g. a, an, 
the), preposition or adverb with a subordinate clause (e.g. to, of, in), modal verb(e.g. 
would, must), and conjunction(e.g. and) etc.. Let’s make a definition W(s,w,c), in 
which w means a word, s means the word’s sequence in a text, and c means the part 
of speech. For example, (12,think, verb) means the 12th word in W is ‘think’ and its 
part of speech is verb. We also can evaluate different powers for different parts of 
speech to show their importance, and nouns are usually most important. As for those 
ones appeared in headlines, the first or last paragraph, or at the beginning or end of a 
paragraph, we can also enhance their power. In addition, we can set a valve value to 
get rid of words which frequency under it. 

Expressing texts with lexical chain: Now, we get series of words. After lexical chain 
built automatically, we will get the text’s lexical-chain expression. 

3.5   Filtering Text  

So far, texts and users’ interest are expressed by lexical chain. The relevant degree 
between texts and users’ interest can be estimated by the cosine value of the formula : 
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Thereinto, V={V1,V2,…,Vn}is a vector expression of a text’s  lexical chain, 
T={T1,T2,…,Tn}is a vector expression of lexical chain of users’ interest. The less  is, 
the closer these texts relate to users’ interest. 

Among all filtered texts, we can make an order on relevant degree to feed back us-
ers according to this value, or we can set a valve value k, if the relevant degree be-
tween texts and users’ interest above k, then we consider these texts meet users’ inter-
est, and return the ordered texts to users according to relevant degree, finally, get rid 
of all rest texts which under the value or store them somewhere for users to deal with 
when free. We can take users’ feedback into account, if almost every text we filtered 
out is considered interesting to users, then we reduce k, whereas, increase k. 

4   Collaborative Filtering Algorithm 

There are many different techniques for implementing recommender systems [10]. 
Collaborative filtering is the most successful recommender system technology to date. 
The main idea of collaborative filtering is to recommend new documents to users 
according to how similar their tastes are to other users’. If two users tend to agree on 
what they like, the system will recommend the same documents to them. Therefore, 
collaborative filtering enables people to get the useful information with little effort by 
leveraging others’ efforts. 

In general, collaborative filtering is a three stage process of finding similar users 
(neighbors), computing predicated ratings, and applying the predictions as recom-
mendations to the user [11].  
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To generate predictions for a user, the system first identifies this user's 
"neighbors", other users whose interests correlate highly to the user's. There are sev-
eral possible options for the correlation coefficient, and the most common one is the 
constrained Pearson correlation: 

correl(ui, uj) =
||||
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where ui and uj are two users' ratings vectors, and z is the neutral rating which is sub-
tracted from the vector. For simplicity, we assume that z is subtracted off in the origi-
nal ratings matrix, although in practice z must be taken into account when presenting 
a recommendation to the user. Now, equation (3) becomes (4) as follows: 
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which is also known as the cosine similarity measure in information retrieval. 
In stage two, the system generates predictions for the user by computing a weighted 
average of each neighbor's rating scaled by their correlation value, 
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Using this formula, we can do prediction for users’ rating. With more rating in-
formation, we may be able to make a better recommendation for users in the future. 

The third stage, application of the prediction, involves adding z back to the predic-
tion and presenting the prediction to the user as a recommendation if it is high 
enough. If the user follows some of the recommendations and provides feedback to 
correct the predictions, the system learns the user's tastes and his relationship to the 
community over time. 

5   Experimental Results and Analysis of the Content-Based 
Filtering Model 

Two main criteria for evaluating text filtering systems are precision and recall. If the 
system has been informed of users’ interest, the whole text will be logically divided 
into four parts after filtered: relevant or irrelevant texts that have been filtered 
out relevant or irrelevant texts that have not been filtered out.  

(6)
outfilteredbeenhavethattextstotalThe

outfilteredbeenhavethattextsrelevantThe
Precision =

(7)
stonumbertextsrelevantThe

outfilteredbeenhavethattextsrelevantThe
R

etextf
ecall =  

The efficiency of a text filtering systems is generally described by average preci-
sion, and the visual explanation is the area of the precision/recall curve line. 
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This paper uses the medical corpus OHSUMED on TREC-9, which is a subset of 
MEDLINE in the famous National Library of Medicine and constituted by the medi-
cal literatures from 1988 to 1991, including 348 566 texts from 270 medical periodi-
cals, with a content of 400MB. In addition, literatures in 1987 are used as training 
corpus, while literatures between 1988 and 1991 as testing corpus [12]. Our compara-
tive experiments show as the following table. 

Table 1. The experimental results 

 
The traditional key-word 

based filtering system 
The lexical chain 

based filtering system 
Difference 

Average 
precision 

38.53% 47.46% 8.93% 

 

In traditional vector space models, since each key word is considered respectively, 
we can only use the times that a key word appeared but not make full use of the in-
formation how words are correlated in a text. However, the precision will be im-
proved if the lexical chain is used. 

6   Conclusion and Future Work  

In this paper, we proposed a model which combines content-based text filtering with 
collaborative filtering for the information sharing based on peer-to-peer and intro-
duced a new content-based filtering algorithm based on lexical chain. We proposed 
several models to implement the content-based text retrieval and collaborative filter-
ing effectively. These models are then evaluated and validated through implementa-
tions and analyses. The results show some advantages of the proposed approach for 
the content-based filtering algorithm based on lexical chain and collaborative filtering 
algorithm in hybrid P2P network and potential applications in complex digital librar-
ies and distributed information sharing. We are working on the implementation of the 
collaborative scientific research system with our hybrid filtering model based on peer-
to-peer and improve the efficiency of both content-based filtering and recommenda-
tion processes.  
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Abstract. This paper proposes a method of generating stochastic overlay 
simulation network with exact average degree (EAD). It discusses regional 
distribution of stochastic nodes, selection of core nodes and overlay functional 
nodes, deductions of new formula of the connectivity probability and the 
convergence of the connection probability, classification strategy of increasing 
degree, fast connection strategy of stochastic network. Further explanation of 
the performance of the stochastic overlay simulation network is also presented. 

1   Introduction 

The research on network related issues is always combined with simulation and test. 
It is difficult to carry out test in the real network at present; meanwhile, test carried 
out in a specific network will restrict the result to the specific experimental network. 
A protocol, algorithm or strategy developed and performed well in a specific network 
may not work well in another network or even in the same network if the network 
topology is changed greatly. 

As present, simulation of specific network (e.g., stochastic network) is based on 
whole network. It is assumed that all the nodes in real network bear CSCWD 
functions. As a result, it underestimates actual network characteristics [1], and the 
corresponding simulation results have little practical meaning. 

The related simulation or test will be more instructional if the stochastic network 
simulation model further approaches to real network in the aspect of main 
performances. A good stochastic network simulation model is not only the platform of 
fundamental research on network architecture but also the foundation of simulation of 
protocols, algorithms and all kinds of overlay network related applications. 

2    The Necessity of Research on EAD Simulation Model 

Waxman proposed two kinds of models to generate stochastic networks: RGl and 
RG2[2]. The network nodes generated by RGl randomly are distributed in rectangular 
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grids, and the coordinates of nodes are stochastic integers in consistent distribution, 
and the distance between every two nodes is a Euclid length. As is different from 
model RGl, for the network nodes generated by RG2, the distance between every two 
nodes is a random value between (0, L) with uniform distribution. In both models, 
there is a certain probability determining whether to connect the two nodes. The 
probability is determined by distance between the two nodes. The probability of 
connecting nodes u and v is determined by formula (1): 

( , )

( , )
d u v

Lp u v e αβ
−

=  (1) 

A random value Rd with uniform distribution is generated between 0 and RMAX, and 

the connection between nodes u and v exists if and only if: ( , ) d

M AX

R
p u v

R
≥  

In formula (1), d(u,v) is the distance between nodes u and v, L is the longest 
distance between nodes, and parameters  and determine the features of network 
graph, the values of which are in (0,1). The bigger  is, the bigger the average degree; 
and the bigger  is, the bigger the ratio of long edge to short edge.  

In fact, we can prove that the average degree of stochastic networks in Waxman’s 
model is not convergent as follows. So it is impossible to simulate large-scale actual 
network. 

From the formula (1) we have the degree of node u such as:
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If formula (3) is substituted into (2), we have the expectation of node. 
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where n=total number of nodes. Obviously, lim ( ( ))
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We can further prove the divergence of the Waxman’s model. 
Let’s consider the average degree of network from the overall point of view. 
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Let E(n) be an undirected graph generated by n nodes, then it is necessary at least 

to try ( 1)
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−≥ times connection operations in order to guarantee the 

connectedness of graph and equal connection probability for all of the nodes. 

For the whole graph, we have average degree of graph 2 nE
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From above, the network average degree driven from Waxman model increases 
rapidly with the increasing scale of stochastic network. It suggests the model 
divergence itself. 

After extensive simulation of its performance, we can find out some defects. As for 
networks with the same scale,  and , the average degree resulting from simulation 
would always differ much. And if the network scale changes, the average degree 
would not have any consistency. Consequently, some distinct improved models were 
brought out on basis of RG1 in order to improve such defects, such as: 

Exponential Model[3]: relate the distance between nodes to probability p(u,v), and 
then the probability of total edges generated would present a downward trend of 
exponential as the distance between nodes increases. The probability formula is as 

following:

( , )
( , )( , )

d u v

L d u vp u v eβ
−
−=  

Doar-leslie Model[4]: factor μk/n (where μ is estimated average degree, n is number 
of nodes in the network, and k is a constant) is used to adjust probability p(u,v) to 
control the number of edges generated in the network. The probability formula is as 

following:
( , )
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Further research discovered that the convergence of average degree in the models 
described above is still not satisfied. There are still differences between the situation 
of real network and the ratio of long edge to short edge as well as the probability of 
connection of over-lengthy edges. The high connection rate of core nodes and the 
defect of impact on network routing of special node clusters (such as overlay 
functional nodes) in the network are neglected. Therefore it becomes a hot issue 
concerning how to generate a model of overlay network simulation more consistent to 
the real network in order to support more complicated routing strategies (such as 
active overlay network routing or partial overlay multicast network). 

3   EAD Model for Stochastic Network Simulation 

A computer network can be abstracted as a graph G=(V, E, C), where V represents the 
set of nodes in G, E the set of direct edges in G, and C the set of weights 
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corresponding to directed edges. The weight of edge is also called the cost of edge. 
Every edge corresponds to two nodes u, v∈V. Every two nodes correspond to two 
edges (u, v) and (v, u). If the costs of these two edges are equal, the graph G is called 
symmetric graph, otherwise, the graph G is called asymmetric graph, i.e., direct 
graph. In this paper, V represents the set of routers in the network, E represents the set 
of all links, and C represents the set of bandwidth, delay, data loss rate or aggregation 
of them. The research on algorithm to generate graph models for network simulation 
is based on undirected graphs.  

3.1   Generation of EAD Stochastic Nodes 

The nodes in stochastic network mentioned above are all scattered in a fixed plane 
according to probability of uniform distribution. What is worth of attention is that, 
nodes in real network are not distributed uniformly, but often incline to partial center-
focused distribution[5]. For example, in domestic network, the distribution density of 
network nodes in the east inshore area with dense population and more developed 
economy is generally heavier than that of west of China with sparse population and 
less developed economy. As for international network, this trend is more obvious. The 
distribution density in developed countries is heavier than that in developing 
countries. In addition, there is hardly a network node in oceans, which covers more 
than 75% of the surface of the Earth. In order to eliminate this difference, EAD makes 
some improvements to distribution of network nodes as follows: 

The whole network is divided into several sub-areas, which is marked as dense 
areas (D areas), sparse areas (S areas) or 0 distributing areas (Z areas) according to 
actual requests (or randomly). When generating a network, nodes can be generated 
with different densities. 

In real network (e.g., the Internet), the degree for most nodes is between 3 and 4, 
and only a few nodes at network center (3% up to 2000) could exceed 20. These core 
nodes (expressed with set O) include ISP suppliers, large-scale research institutions, 
industrial network centers, telecommunication providers and so on. Previous 
simulation models did not consider the degree of core nodes; therefore the constraints 
of all nodes are all the same without distinguishing the primary and the secondary. 
There is a great disparity with real network, so it will unavoidably bring uncertain 
factors to the network simulation of some algorithms. [6] 

Furthermore, traditional models for stochastic network simulation did not involve 
the concept of special functional node cluster in network (such as overlay nodes, and 
multicast nodes). But these nodes may be supporting a certain service of the whole 
network. For example, there are nearly 20% of the nodes in real network supporting 
multicast function (17% in 2000). These nodes are able to execute some applications 
throughout the network[7]. How to generate a network model containing special 
functional nodes, and how to offer the simulation verification for related applications 
become a very realistic problem. 

3.2   Generation of EAD Stochastic Linkage 

According to the previous explanation, if  and  do not change, the average node 
degree will increases along with the increase of the network scale n[8]. In order to 
overcome such impacts, formula (4) has to be modified. As we know, when 
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p=O(log10n/n) (0<p<1), the bound of maximum degree and minimum degree of 
stochastic network are already determined. Therefore the average degree of network 
will not increase unlimitedly. So, we introduce the following formula through 
comparison of repeated convergence and experimental verification: 
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We can deduce from formula (4) that connection probability p(u,v) approaches to 0 
as network scale n increases. In this way, the average degree of network adopting 
formula (4) will not increase with the increase of network scale n. Our experiments 
also discover that when F1=16, F2=2.8, the average degree will have a very good 
convergence. At the same time, if F1 increases, network connectivity will increase; if 
F2 decreases, the scale of long edge will decrease further. So it is suitable to apply 
formula (4) in the case of connection with non-core nodes. But, formula (4) also 
brings some problems. According to formula (4), the scale of long edges will tend to 
decrease with the increase of network scale n. That means all nodes tend to connect to 
adjacent nodes. It is obviously unsuitable for some long distance connections between 
core nodes and some special nodes among regions and countries. So we introduce 
formula (4) as a supplementary restriction such as  

         
( , )

( , )
d u v

Lp u v e αβ
−

=  (5) 

In order to make the average degree of network more exact, EAD makes further 
restraint to the generation of stochastic network: 

When there is no any core node between two connected nodes, the formula of 
connection probability (4) is adopted, at the same time some restrictions are added: if 
the degree of any node of the two exceeds μ+1, then the other nodes can not connect 
to it, where μ is the expected average degree. However, if one of the two nodes is the 
core node, then the formula (5) is adopted, where the upper bound of core node is 12 
or 25 (when n>64), i.e., when the degree of the core node is bigger than 12 or 25 
(when n>64), EAD will not permit other nodes to connect to it. 

In the process of connection, in order to keep the consistency of connection 
probability for each node, we adopt the algorithm of connecting out-nodes in order, 
while select unmarked in-nodes (nodes with marks will not participate in 
computation) randomly. We select an in-node for current computation of connection 
probability, and reject the connection generated by the same two nodes repeatedly. In 
course of computation, when the degree of an out-node equals to μ+1 (non-core 
node), 12 or 25 (core node and n>64), the computation of this node is dropped, and 
this node should be marked (as not to participate in computation again). Then the next 
out-node is orderly selected to continue the computation. As for in-node, if it has 
already satisfied the condition of dropping computation, the only thing we should do 
is just to mark it (as not to participate in computation), and then select the next node 
randomly to continue. 
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Experiments show that EAD model for stochastic network generation accords with 
existing real network both in average degree and in the ratio of long edge to short 
edge better than traditional models. 

3.3   Fast Connection Strategy of EAD 

In the process of generating connections, the existence of every connection is 
independent to one another; therefore the resulting stochastic network may not be in 
connectivity for all of nodes. The method in traditional models is to make test at the 
end of the generation of connections of nodes. If this network is not a singly 
connected one, we usually reject it and re-generate another one until we get a singly 
connected stochastic network. 

Experiments show that we have to attempt many times to obtain a singly connected 
network, when there is a large number of a node in the network. There is nearly an 
exponential relationship between the average attempt times and connection rate (the 
rate of total connected nodes to total nodes). For example, if 200 nodes are connected 
completely and stochastically, the required average attempt times would be more than 
5000, but if only 95% of nodes need to be connected, the required average attempt 
times would be no more than 20. This is of much significance to obtain a single-
connected stochastic network for a large scale network. EAD will first apply the 
generation method mentioned above to get a quasi-connection network with more 
than 95% nodes connected. 

The other unconnected nodes or subnets could be divided into two categories: (1) 
absolutely isolated nodes; (2) some small subnets in which the nodes are connected 
completely. For (1), each absolutely isolated node executes the Dijkstra algorithm[9], 
and makes itself linked to the quasi-connection network through the shortest path; For 
(2), every node in each small subnet executes the Dijkstra algorithm, and finally the 
subnet will seek a shortest path to connect to the quasi-connection network. Thus, 
EAD can spend much less time to get a completely connected stochastic network. 

4   The Testify of Convergence of EAD 

For the node connectivity probability formula (4), since, 0<d(u,v)<L, , ,F1 and F2 are 
constants, obviously, we have 

2

( , ) ln

1 1 0log
lim ( , ) lim 0

d u v n

L F
n

n n

F n
P u v e

n
αβ −

→ ∞ → ∞
= ⋅ = . 

That is, the node connectivity probability approaches zero as a limit with the 
increasing of network scale n. 

If p is the connection probability of a node with other nodes in a stochastic network 
graph, which contains n nodes, its average degree probability distribution is  

1
1( ) (1 )k k n k

nP k C p pμ − −
−= = −  (6) 
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On the basis of probability theory, when p<1 and n is large enough, binomial 
distribution (6) can be expressed by Poisson distribution. If choosing ( 1)

2

n n
p

− × ×  

edges with equal probability to construct a graph, the probability distribution of the 
times of each node chosen is the average degree of this graph. If the chosen 
probability of a node is  in the process of connection, then each node has n-1 
connections that can be chosen at each time when connection is chosen. Because of 
the equality of choosing probability and each connection with two nodes, we have 
=2/n. When p<1, the choosing of any node does not affect the re-chosen probability 

of another node connecting with it. So, choose the node with probability  composes 
probability space, which fitted the Poisson distribution and its average value is 

( 1)
( 1)
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If stochastic variable x=p(u,v), d(u,v) is a variable. And d(u,v) follows the uniform  
distribution in (0,L). Let d(u,v) be stochastic variable D, then it follows     
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where, D is the stochastic variable. 

Then x can be expressed as the function of D: 2
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The following can be derived easily  
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When n , then E(μ) F1 . That is when n , the main connection strategy of 
EAD model is convergent, and converges to F1 . 

5   Performance Comparison of EAD with Traditional Models 

When comparing our model with traditional models, we set out from the following 
principle: under the condition of equal average degree, we select parameters more 
close to actual network characteristics[10]. That is to regard characteristics most close 
to the real network as precondition to adjust according to the different adjusting 
function to connection probability formula of  and . Refer to Tables 1 and 2 for the 
comparison of average degrees of RG1 and EAD. 

According to the comparison of characteristics of node degrees of models above, 
we can find out that EAD is obviously better than RG1 in the aspect of average 
degree. When network scale rises to 1024, RG1 average degree has already arrived at 
89.17. In fact, since such stochastic network generated shows much difference to real 
network, so there is no realistic meaning. However, when we control =0.01 or so, for 
the stochastic network R generated by G1, although the average degree can still bear 
preferable convergence if network scale is larger than 512, it does not accord with real 
network seriously due to over-high loss rate of long side. In fact, this network does 
not bear much realistic meaning. As for the characteristics of average degree, RG1 
and exponential model are fundamentally the same: when network scale increases 
continuously, the algorithms present strong ascending tendency of average degree 
with very poor convergence. Although exponential model is better, it cannot adjust . 
Because  is responsible for controlling the ratio of long side to short side, there is a 
great gap between the resulting simulation network and the real network. 

As seen from those Tables, after EAD algorithm applies restraint in node degree, 
its convergence becomes excellent, and the average degree is always limited within a 
very small range. At the same time network scale expends with multiples. Because 
when the distance between two nodes increases, EDA algorithm will apply formula 
(4) to calculate the connection probability. Actually connection probability will 
decrease with exponent as network scale increases. However, many long edges 
connected to core nodes in real network will be lost while EDA algorithm guarantees 
the average degree. As a result, EAD algorithm also takes into account long-distance  
 

Table 1. Comparison of RG1 and EAD Average Degree Where: F1=16, F2=2.8, L=100 2  

Model Scale of network 16 32 64 128 256 512 1024 

2.0=α , 7.0=β  3.78 6.37 9.70 19.26 37.21 68.31 89.17 
RG1 

01.0=α , 9.0=β  2.19 2.42 2.96 3.27 4.56 6.14 8.19 

∞=μ  5.42 5.23 5.32 5.47 5.65 5.49 5.71 
ONSM 6.0,4.0 == βα  

4=μ  4.23 4.17 4.26 4.21 4.16 4.11 4.10 
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Table 2. Comparison of Various Models 

Model Scale of network 16 32 64 128 256 512 

RG1 0.7   0.2 == βα 3.92 6.41 10.26 23.82 46.79 56.11 

Exponential 0.25=β  4.12 4.85 5.16 6.03 6.90 7.83 

Doar-Leslie 420k  0.30.15, ==== μβα  4.01 7.28 9.59 18.72 32.90 53.64 

∞=μ  5.42 5.13 5.32 5.47 5.65 5.49 
ONSM 

1F =16,
2F =2.8α =0.4, β =0.6 

μ =4 4.23 4.17 4.26 4.21 4.16 4.11 

 
connection of core nodes to other nodes while it adjusts the ratio of long edge to short 
edge through  and . By adopting formula (1), and calculating connection probability 
between a core node and another node, EAD algorithm prompts to compensate the lost 
long edge  while guarantee connection of high node degree in core nodes 12; 25 (n>64), 
so that the generated simulation network is much closer to real network than before. 

EAD algorithm shows significant improvements over the traditional models. No 
matter in the aspect of core node and its behaviors of high connection node degree, or 
in the aspect of embodiment of special function node in the network, or in the aspect 
of convergence of average degree that we have been caring in the past, EAD 
algorithm is closer to real network. EAD algorithm provides a good experimental 
platform for the universal network simulation based on the stochastic network model. 

6   Conclusion 

This paper studies the impacts on simulation network of core nodes, node clusters of 
special functions, convergence of average degree and ratio of long edge to short edge. 
We propose a method to generate simulation network from a new aspect. The 
simulation network generated by EAD algorithm is further approaches to real 
network. The EAD method provides an excellent experimental platform for network 
simulation of related applications, especially simulation of special networks (such as 
active overlay network or partial multicast network). if we assign a value from 0 to 
Max randomly while EAD generates real connection between two nodes, we can 
simulate to generate an asymmetric network. And if we execute multi-target limites to 
special functional nodes in the algorithm, we can provide support to the simulation of 
various overlay networks. 

There is still a lot of work to do on the algorithm research of stochastic network 
model. Aiming at different demands (such as new-type polyhedron layered routing 
strategy), we can make necessary alteration to EAD. However, as for exact average 
degree, it has already laid a good foundation for further research in the future. 
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Abstract. Semiotics is the study of signs. Application of semiotics in informa-
tion systems design is based on the notion that information systems are organi-
zations within which agents deploy signs in the form of actions according to a 
set of norms. An analysis of the relationships among the agents, their actions 
and the norms would give a better specification of the system. Distributed mul-
timedia systems (DMMS) could be viewed as a system consisted of many dy-
namic, self-controlled normative agents engaging in complex interaction and 
processing of multimedia information. This paper reports the work of applying 
the semiotic approach to the design and modeling of DMMS, with emphasis on 
using semantic analysis under the semiotic framework. A semantic model of 
DMMS describing various components and their ontological dependencies is 
presented, which then serves as a design model and implemented in a semantic 
database. Benefits of using the semantic database are discussed with reference 
to various design scenarios. 

1   Introduction 

With the advancement of the World Wide Web and the tremendous hardware capabil-
ity of desk-top and server machines, nearly all recent applications would involve the 
use of multimedia. In the design arena, however, DMMS are treated just as normal 
software systems and traditional methodologies are used. The prevailing one is the 
Object Oriented design using UML [1] as the design language. A closer look at the 
design issues of DMMS would raise questions that are not found in traditional soft-
ware system design. DMMS involve diverse data types with much more complex 
structures compared to traditional text and numbers; data volume is huge in terms of 
storage and transmission, and data presentation is time dependent. Good design for 
DMMS depends very much on the experience and knowledge of the system designers. 
To solve this problem, design knowledge is shared by documenting design constructs 
as design patterns [2]. Design patterns are grouped by application domains. Use of 
them may have a number of limitations. Firstly, the learning curve could be steep and 
secondly, the knowledge of why the pattern is designed in such a way is not captured. 
Finally, it is difficult to implement code generation without a knowledge base of the 
application domain. Design pattern supports reuse of design knowledge from previous 
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designs but it does not support cooperative collaboration among designers working at 
different parts of a system at the same time. The use of CASE tools could, to some 
extent, help in collaboration but CASE tools that could support real-time sharing of 
design information with good compatibility are not commonly known. In collabora-
tive design, three aspects are identified as important: availability of knowledge from 
previous design; immediate sharing of design information among co-designers, and 
ease of reuse by importing and exporting. 

Existing methodologies do not provide a well integrated design environment for 
DMMS. Agent-based software development methodologies [3], on the other hand, 
offer a promising software engineering approach for developing applications in com-
plex domains. There are a number of methodologies in agent-based software systems 
design and they have been recently applied to the design of multimedia systems. 

Regarding an information system as a collection of agents interacting with each 
other is one of the main theme study of Semiotics – the study of signs [4]. Philosophi-
cally, semiotic study proposes the functioning of an information system is the result 
of active interpretation of the environment by agents. Technically, semiotics develops 
into a set of tools for analysis and design of information systems [5], namely, the 
Problem Articulation Method (PAM), Semantic Analysis Method (SAM) and the 
Norm Analysis Method (NAM). Semiotic analysis has recently been applied in the 
high level study of organizations. The semiotic framework emphasizes the use of 
semantic analysis, supported by a semantic database. It is therefore a knowledge 
based methodology. It not only enhances collaboration by sharing knowledge but at 
the same time could capture more application domain knowledge through interaction 
with designers. The accumulated knowledge would be particularly valuable to current 
and subsequent designers in dealing with complex systems such as DMMS. 

The contribution of this paper is the application of semantic analysis under the 
semiotics framework to build a knowledge base for DMMS design. The remaining 
parts of the paper are organized as follow:- 

- review of related work to provide the background for the design approach 
proposed by the authors 

- discussion of the semantic analysis of DMMS 
- presentation of a semantic database for capturing semantic information and 

design knowledge 
- analysis of some application scenarios of the semantic database in the context 

of collaborative design 
- concluding remarks and future work 

2   Related Work 

Starting from the early 90s, various approaches had been used in DMMS design and 
modeling. In the system architecture area, Baker et al [6] used a layered model with 
abstractions such as stream, multimedia presentation and hyper-presentation to de-
scribe distributed multimedia I/O systems. Lots of work had been done in building 
workstations, storage systems and network that were suitable to work with multime-
dia, e.g., Shenoy, Goyal and Vin [7], Vin, Goyal and Goyal [8] and Stallings, [9]. In 
the performance area, Blair et al [10] compared a number of formal languages and 
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selected LOTOS and temporal logic to model the QoS properties of multimedia sys-
tems. Challenges in the demand of QoS and synchronization were also well studied, 
e.g. Nahrstedt, [11] and Gaggi [12]. In the design and implementation areas, Posnak 
[13] adopted an object-oriented framework to develop a Presentation Processing En-
gine (PPE) to allow easy code reuse. Applications could be built by linking the ob-
jects through a scripting language, Tcl/Tk [14]. In summary, designing DMMS has to 
address three different but closely linked aspects: structural, spatial and temporal.  
Chan [15] proposed a set of requirements for an integrated design environment for 
DMMS and asserted that they have not been fulfilled by existing design models and 
methodologies. 

In semiotics, Stamper [4] laid down the fundamental work of sign, information, 
norm and system. He proposed a six layers semiotic framework that can be used to 
analyze information systems. The layers are:  

- Physical World – dealing with signals, physical hardware, speed, etc. 
- Empirics – dealing with pattern, noise, codes, channel capacity, etc. 
- Syntactics – dealing formal structure, language, logic, software, files, etc. 
- Semantics – dealing with meaning, propositions, validity, truth and denota-

tions etc. 
- Pragmatics – dealing with intentions, communications, conversations and ne-

gotiations, etc. 
- Social World – dealing with beliefs, expectations, functions, contracts, cul-

ture and law, etc. 

The first three layers form the part that is usually referred to as IT platform while 
the last three layers involve human information functions. Stamper also proposed the 
notion that information systems are organizations within which agents exhibit actions 
or signs according to a set of rules (norms). An analysis of the agents, their capabili-
ties (affordance) and the norms would give a better specification of the information 
then the traditional data flow model. This formed the basis for semantic analysis in 
the semiotic framework. Liu [5] further summarized the semiotic semantic analysis 
into four major phases: Problem definition; Candidate affordance generation; Candi-
date grouping and Ontology charting. 

The candidates are semantic units or vocabularies used in the semantic model be-
ing analyzed. They can be further classified into different types, e.g. agents, affor-
dance or role. Ontology charting is the analysis of relationships between different 
agents and affordances. Semantic analysis and ontological dependency under the 
Semiotic Framework had been used to design different business information systems 
for project management, land resources management and examination test construc-
tion. All these work demonstrated ontological analysis and knowledge-driven agent 
based systems can be an alternate methodology to the prevailing UML based object-
oriented design or the more traditional Structured System Analysis and Design Meth-
odology (SSADM) for information systems design. 

In semiotics, there is no definition about the nature of the agents. They could be 
human, software or even a department within an organization. The characterization, 
however, shows remarkable similarity to agents as defined in the research community 
of intelligent agents and multi-agent systems. Wooldridge [3] in his survey of agent-
oriented software engineering methodologies pointed out that agent-oriented software 
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engineering is still at an early stage of evolution. There is no discussion in the original 
semiotic framework about implementation. The original work done by Liu [5] in-
volved the use of the LEGOL language and object-oriented programming environ-
ment to implement the semantic model. More recently, Filipe [16] used the semiotic 
approach to specify and engineer agent-oriented organizational information systems. 
This has shown that semiotic framework could also serve as another methodology for 
designing agent-oriented software systems. DMMS, architecturally match very well 
with multi-agent systems. The authors therefore take the view that applying semantic 
analysis to the design of DMMS would be a research opportunity. We will also show 
later in this paper the benefits of using this approach for collaborative design. 

3   Semantic Analysis for DMMS 

The authors propose to apply semantic analysis techniques as defined under the Se-
miotic Framework [5] to design DMMS. Semantic analysis is the process to study the 
relationships between agents and affordance, and agents and agents. The end result of 
this semantic analysis is not a particular design for a certain DMMS, but rather the 
semantic knowledge in the domain of DMMS design which would be useful in later 
design of specific application systems. Since the scope of this paper covers only part 
of the analysis and design cycle, other steps in the semiotic framework such as norm 
analysis will not be discussed. 

As a start, candidates or semantic units in the domain of DMMS would be identi-
fied. Building an ontology for DMMS is very useful in this aspect. Ontology has been 
used in the Artificial Intelligence (AI) community and recently in software engineer-
ing. Chandrasekaran [17] looked at the application of ontologies in AI and informa-
tion systems. Devedzic [18] showed the analogies between ontological engineering 
and software engineering. It should be noted that ontological dependency analysis in 
semiotics is different from ontologies used in AI community, although some similari-
ties exist. This paper extends the original semantic analysis used by Liu [5] to incor-
porate the building of an ontology for DMMS before the ontological dependency 
charting. The ontology mainly deals with the taxonomy, the generic-specialized and 
compositional relationships of semantic units which are the candidates to be analyzed 
for their ontological dependency. 

Two types of charts are used, one for describing the overall taxonomy of the system 
and other for ontological dependency analysis. To avoid confusion, the former would be 
referred to as ontology chart while the latter referred to as ontological chart. Semantic 
units in the DMMS are collected to form a taxonomy tree using two relations, “part of” 
and “type of”. The four notions proposed by Guarino [19], identity, rigidity, unity and 
dependency were used to validate and produce the so-called “backbone taxonomy”. The 
semantic units chosen are likely nouns or objects that would be involved in some opera-
tions to achieve some purposes in the DMMS domain. These would help to identify the 
agents and affordances. Figure 1 depicts part of the ontology for DMMS where an 
eclipse symbol stands for agent, a line represents the relation “ is a type of “ and a line 
with a dot represents the relation “is a part of”. Figures 2, 3 and 4 are ontological charts 
showing relationships among Agent, Affordance, and Role. 
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Fig. 1. Part of the ontology for DMMS 

In the ontology chart, a system consists of one or more nodes, which are inter-
preted as computer systems at a certain location. If the system has one node, it is a 
multimedia system involving one computer e.g. a desk top computer or a DVD 
player. A number of nodes connected together in different locations would then be-
come a DMMS. A node consists of one or more devices. Speaker and screen are de-
vice types. A node also consists of, or more precisely, supports the operations of some 
media types, which could be video, audio or text, etc. 

After the ontology is drafted, the ontological charts will be completed by firstly, 
finding out the affordances of the agents and secondly, enumerating the relationships 
 

 

Fig. 2. Connection of agents through affordnace 
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between each pair of agents and checking if they could be linked by one or more of 
the affordance. Some examples are: a node can connect to a system; a device can be 
online (register) with a node; or an image can be displayed itself on a screen and etc. 
Figure 2 contains some of these relations. The ontological charts carry very rich se-
mantic information about DMMS. Some more details examples are discussed in the 
following figures. 

The layout of a web page can be modeled by the ontological chart shown in  
Figure 3. A web page can be displayed on a screen containing two display regions 
with one further divided into two regions, one for text display and the other for image. 
This indicates the Display Region could be recursively defined. 

 

Fig. 3. The ontological chart of part of a Web page 

Modeling of streaming video is interesting in the sense it uses the concept of Role 
in a relation. In Figure 4, a video is “streamed” to a TV with stream, as an affordance, 
connecting the two agents, Video and TV. The video participates in this connection 
with a role of source. On the other hand, if a Camera participates as source and the 
video as destination, then capturing of a live video feed scenario will be modeled. In 
actual modeling, instances of a device will be specified and it is obvious that a 
speaker could not participate in a stream with a role of source, but a microphone 
could. Video instances of format MPEG and QuickTime can be connected to agent 
Codec (coder and decoder). Their roles as either Source or Destination would be de-
fined by the capability of the Codec concerned. The more general type of agent De-
vice therefore should not be used in this case otherwise the semantics defined will be 
that all devices could connect to a stream as a source. This implies the semantic link 
between agent-affordance-agent is directional (right dependent on left) and the exis-
tence of the link carries the information about the authority of the preceding agent for 
the affordance. This illustrates some of the basis for semantic checking during design 
modeling. 
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Fig. 4. Use of the role concept in ontological chart 

4   Dynamic Representation of the Semantic Information 

Ontological chart is suitable for presenting a visual description to users. For subse-
quent manipulation, it has to be represented, preferably in a formal way. This paper 
uses a modified version of semantic database (SDB) proposed by Liu [5] for semantic 
information representation. It is conceptually more generic and not difficult to be 
implemented with programming tools. The SDB stores the ontological charts in the 
form of tuples with only one structure : 

<id, semantic unit, sort, semantic unit type, antecedent(s), link type> 

Some sample entries in the database used to define parts of preceding figures are : 

<1, System, type, agent, -, -, -> 
<2, Node, type, agent, System, -, part-of> 
<3, Media, type, agent, Node, -, part-of> 
<4, Video, type, agent, Media, -, type-of> 
<5, Audio, type, agent, Video, -, part-of> 
<6, Image, type, agent, Video, -, part-of> 
<7, Stream, type, affordance, Video, TV, -> 
<8, Stream, type, affordance, Camera, Video, -> 
<9, DisplayRegion, type, agent, Screen, -, part-of> 
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<10, DisplayRegion, type, agent, DisplayRegion, -, part-of> 
<11, Source, type, role, Video, Stream, -, -> 
<12, Destination, type, role, TV, Stream, -, -> 
 
The “-“ character stands for a null entry. The id serves as a global identifier and 

would be useful in referring to any entry in the SDB. The sort defines whether the 
entry is a type definition or an instantiation of a type definition. There could be none, 
one or two antecedents depending on the relationship of current entry with other en-
tries. The link type is to distinguish whether the relationship of two agents, is a “type 
of” or “part of” relation. The former defines a generalization-specialization relation-
ship to support the concept of inheritance and the latter represents the part-whole 
relationship. 

5   Use of the SDB in DMMS Design 

Designers would interact with the SDB to build models of the system to be designed. 
If a desk top computer with a web camera and a microphone, able to play Quicktime 
movie, is to be modeled, the following entries could be inserted into the SDB: 

<13, mySystem, instance, System, -, -, -> 
<14, myDesktop, instance, Node, mySystem, -, part-of> 
<15, myDev, instance, Device, myDesktop, -, part-of> 
<16, myMed, instance, Media, myDesktop, -, part-of> 
<17, Camera, type, Device, -, -, type-of> 
<18, wCam, instance, Camera, myDev, -, type-of> 
<19, myMic, instance, Microphone, myDev, -, type-of> 
<20, Quicktime, type, Video, -, -, type-of> 
<21, myVideo, instance, Video, myMedia, -, type-of> 
<22, myMov, instance, Quicktime, myVideo, -, type-of> 

The following entries could be used to specify a video-on-demand (VOD) system. 
A VOD system has the characteristic of run time connection of video streams. 

<23, vodSystem, instance, System, -, -, -> 
<24, node1, instance, Node, vodSystem, -, part-of> 
<25, node2, instance, Node, vodSystem, -, part-of> 
<26, screen1, instance, Screen, device1, -, type-of> 
<27, screen2, instance, Screen, device2, -, type-of> 
<28, server, instance, Node, vodSystem, -, part-of> 
<29, video1, instance, Video, serverMedia, -, type-of> 
<30, strm1, instance, Stream, video1, screen1, -> 
<31, source1, instance, Source, video1, strm1, -, -> 
<32, des1, instance, Destination, screen1, strm1, -, -> 
<33, stream2, instance, Stream, video1, screen2, -> 
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<34, source2, instance, Source, video, strm2, -, -> 
<35, des2, instance, Destination, screen2, strm2, -, -> 

For clarity, some entries are left out or could be assumed to be present in the SDB. 
Creation of the entries looks tedious but once a tool or user interface is available, it 
should not be difficult. It should be noted these entries could be created during design 
time or run time. Run time creation (i.e. created by an agent instead of the designer) is 
more suitable for a VOD system because dynamic creation of video streams is usually 
a requirement. In this example, three nodes are involved with one server serving two 
nodes. The same video file, i.e. video1 is acting as the source to both video streams to 
the two destination screens. The same video file could be using two different time 
lines for presentation in a point-to-point mode or using one time line in a broadcast 
mode. 

The original version of the SDB of Liu [5] was a temporal database with non-
destructive updating. All entries created would stay and the SDB would grow with 
additional knowledge being captured all the time. To allow for versioning and distin-
guishing active instances, time attributes would be included in the entry format. 

<id, semantic unit, sort, semantic unit type, antecedent(s), link type, active time, 
end time> 

The active time marks the time of action defined by the entry. End time indicates 
the entry has become a historical datum in the SDB. Instances are therefore active if 
their action times have values and end times are empty. Instances with end time val-
ues are no longer available in a running system. 

6   Use of the SDB in Collaborative Design 

In the introduction of this paper, three aspects of collaboration are identified, namely, 
design assisted by knowledge of the application domain from previous designers, 
concurrent design by more than one designers working in a project and reuse of de-
sign by importing from other sources. The proposed SDB offers various opportunities 
to enhance collaboration in all these aspects. 

The primary advantage is to have a central knowledge-driven database accessible 
by all designers. Once an entry is created, that piece of knowledge will be known to 
all subsequent designers. Design agents can be developed to interface with the SDB 
and guide the designer to create new system models. By making queries to the SDB, 
model validation can be done by the design agent and reduce, to some extent, the 
dependency on the experience of designers. The SDB will not only benefit designers 
during design time, it could also enable system agents to construct other agents based 
on run time information. Using the VOD example again, a system agent can monitor 
the VOD system and creates additional server agents as more and more video streams 
are requested by client nodes. The number of active streams and the knowledge of 
how to create server agents are available in the SDB. 

For concurrent design, every type or instance information is immediately available 
to co-designers. For designers working at different parts of a system, they could look 
at the actual design and progress of each other through a user interface or design 
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agents. To impose proper concurrency control, an author attribute could be introduced 
into the SDB entries such as,   

<id, semantic unit, sort, semantic unit type, antecedent(s), link type, active time, 
end time, author> 

While entries could be created or changed by the authoring designer, entries main-
tained by other designers would then be read-only. 

For design reuse, the concept of a view for the SDB could be defined. A view is a 
selection of related entries in the SDB based on some criteria. It could be entries be-
longing to an instance of a system or a node; or it could be entries authored by a spe-
cific designer. A view based on time is also possible, although its use may not be 
intuitive. A view of the SDB could also be exported or imported. An imported view 
could be put to use immediately and would be a convenient way to reuse design from 
a proven design or a renowned designer. 

7   Future Work 

This paper describes only the first step in applying semantic analysis in semiotics to 
the collaborative design of complex DMMS, with emphasis on modeling. A prototype 
video-on-demand server grid system is now being built to validate the proposed ap-
proach. In addition to semantic analysis, norms analysis and the full semiotic frame-
work will be investigated for DMMS design. These work would include semantic 
analysis of the timing and synchronization aspects of different media, how and what 
properties of semantic units could be used for system implementation; incorporating 
quality of service (QoS) study of multimedia systems into the ontology and finally, 
mapping of the design to implementation by knowledge-driven agent systems. 
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Abstract. Web-based interactive design system works ineffectively for mass of 
data are transferred on narrow bandwidth network. In order to decrease data 
transferring in CSCW process, a Rapid Inducing Solid Model (RISM) is pro-
vided. First, RISM is built to represent the geometric information and operation 
structure of product. Then based on RISM components which connected to cor-
responding surface lists, traditional CSG model is extended to construct an op-
eration history tree. Therefore, common operations set and message mechanism 
could be built to make displaying model work individually to a certain degree. 
Based on the ACIS geometry engine, a cooperative design system has been im-
plemented for testing. The results show that the model is effective and also pro-
vides a new framework for Web applications. 

1   Introduction 

The technology of Computer Supported Cooperative Work (CSCW) gets more and 
more attentions recently because it is suitable for people to work in an interactive, 
distributed and cooperative information environment. However, when different termi-
nal users design interactively during Computer Supported Cooperative Design 
(CSCD) process, it is very difficult to operate product model and see real-time results 
because there are many data transforming and data displaying occurred. It is an easy 
thought for people to solve the problem by decreasing data-transferring and 
accelerating displaying velocity on the network. Therefore, product model is the key 
factor to transfer design data efficiently.  

In the aspect of Web-based solid modeling, VRML (Virtual Reality Modeling 
Language) is the common used three dimensions object representation. VRML format 
can be used to display product in client effectively, but it cannot provide high-level 
geometry modeling functions [1] such as Boolean operation and curve-surface model-
ing for it only records surface information of product. That is, the model represented 
in VRML format does not suit to record the design process, and it is difficult to use 
this model in the process of detail design or manufacturing. Based on VRML, more 
powerful systems can be implemented, for example, Kiss [2] provided a real-time 
modeling method supporting both geometry surface modeling and parameter model-
ing. Hu and Tan [3] combined with JAVA technology to realize most solid modeling 
functions except union, intersection, etc. 
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In the aspect of data-transferring on the network, LOD Level of Detail) technol-
ogy is the most widely used method. Hoppe [4] proposed the progressive meshes 
based on edge-collapsed, it could not only present a group of consecutive LOD 
model, but also support progress transfer pattern. But it fails to reserve important 
features, errors would be amassed to a big degree. Some methods are not belonged to 
LOD but also useful for transferring design data economically. Bidarra [5] proposed 
an idea to carry out design by transferring modified parts only. Zhou et al. [6] pro-
posed an operation driven method to realize synchronized collaborative solid model-
ing. In our previous work, we proposed an Extend CSG model [7] for recording the 
operation history information during CSCW process. Zhang et al. [8] presented the 
methods by transferring only design commands in the agent-based environment. 
These methods give a good idea for Web-based design, but the limitations of envi-
ronment and constraints reduce their applicability.  

These methods help to realize Web-based modeling largely, but it is very hard to 
realize all the high-level modeling functions needed for complex product design. 
Indeed, this work is to develop a Web-based geometry engine alike. In fact, an effec-
tive model for transporting and displaying three dimensions product, is the key to 
realize cooperative deign. In order to overcome the problem that the product file in 
VRML format is always too big to be transferred and lack of high-level modeling 
functions, a powerful three dimensions solid model is needed to carry out product 
solid modeling effectively on the Web.  

2   The Conceptual Solution 

An effective CSCD system is to provide users with rapid model-displaying and con-
venient interactive functions. To archive this, two issues need to be addressed.  

One is transporting dataflow between different clients. To answer user operations 
quickly, we need to decrease network data transferring during design. Moreover, a 
product model file is always too big to transport directly. 

 

Fig. 1. In the RISM-based CSCD system structure, different users can operate same product 
cooperatively from different client applications in distributed environment 



450 H. Cai, Y. He, and Y. Wu 

 

Another is the need of re-using the design result in manufacture processes. There-
fore, the product model has to include not only geometry information but also model-
ing process information.  

The goal of product design is to manufacture, so the design result needs a complete 
product representation. However, design process is a creative process and needs not 
all product information in detail. Therefore, the product model for design process is 
one kind of supporting “display model” in substance. This gives us an idea to solve 
data-transferring problem during cooperative design. If we divide the product geome-
try model into a “representation model” for manufacture and a “displaying model” for 
design process, the problem would change into how to build these two models and 
connect them. After dividing the two models, we can deal with design and manufac-
ture processes separately. Then, we can take emphasis on the different requirements 
of design and manufacture. Based on this idea, the architecture of CSCD system is 
proposed as shown in Fig. 1.  

Although the display model is mainly a simplified surface model for design use 
only, we can get a completed product model when all the operations back to server 
are carried out. By means of geometry engine such as ACIS, we could reconstruct or 
transform the model to CAM model. 

3   RISM-Based Solid Modeling 

3.1   RISM Model 

CSG is a traditional model representing CAD information completely and supports 
almost all the modeling operations. However, it is not enough for us to choose it as 
the main frame of the model for Web-based design. The CSG records the operations 
history and has similar tree-structure as VRML model. Therefore, a RISM (Rapid 
Induce Solid Model) is built by extending traditional CSG model. As shown in Fig. 2, 
RISM includes three parts of information.  

 

Fig. 2. In the architecture of RISM, C1, C2, C3 is Basic component of RISM. Ci could be basic 
curve, super curve-face, super solid and other kinds of RISM components. 
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Geometry information related to Face Lists (FL) contains the main information for 
the model displaying in Web design or generating true image. Modeling process in-
formation related to CSG records the product modeling process. It is essential to build 
a CSG-based operation history tree to answer rapidly. The kernel information saves 
common information such as kernel representation and other descriptions. Display 
model and representation model are connected by kernel information.  

In RISM model, each FL of representation model relates to a component of CSG 
tree, that is, each FL has a certain relations with the component. Therefore, RISM 
divides product CAD model into two parts, displaying model for Web-based design, 
and representation model for engineering application. Moreover, displaying model 
and representation model could work individually and integrate into one body so as to 
build an effective solid model for Web-based applications. 

3.2   Object-Based RISM Component 

For the sake of computer based reasoning, we need a common structure to represent 
shapes. Based on RISM description, a formalized structure of RISM components is 
defined. 

 

Fig. 3. In the description of RISM structure, CD is common information. AS is the attributes 
set which includes color, material, texture and so on. OS is the operations set in RISM Compo-
nent. MS is the message set. 
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Definition 1. RC (RISM Component) is a four parameters group. It is expressed in 
the format like: 

RC ::= <CD ><AS ><OS ><MS> (1) 

A complete description of RISM operations is shown in Fig. 3. 
In fact, the product’s operation history tree based on RISM, or the series of RISM 

operations, is the key factor for CSCD to model synchronously. Therefore, in most 
conditions, the displaying model in different clients could just transport some opera-
tion command rather than the whole product model on the networks. 

RISM component contains more information than traditional CAD solid model. 
Using RISM component, a CSG tree could record the modeling process of a product 
or a part. If we call a case of RISM component as a RISM object, each product or part 
is treated as a RISM object, the attributes of products or parts can be represented by 
attributes of RISM object, products or parts modeling can be treated as operations of 
RISM object. Two patterns could be used to construct a completed product, one is a 
series of RISM operations in tree structure, and another is based on inherit network by 
ISA and Kind relations.  

3.3   RISM-Based Design Process 

When a message including objective RISM object and related operations is given, in 
theory, any two users can carry out cooperative design. By means of control mecha-
nism of operations, a Cooperative Induce Manager (CIM) is built to manage display-
ing model in different clients. CIM manages cooperative work in two ways, one is to 
recognize user actions and to display results to the user, and another is to make related 
RISM objects of other users active by communicating with corresponding users. In 
order to explain how CIM works, several definitions are given as below. 

Definition 2. Message Array is defined as message of cooperative design. One mes-
sage array unit is called a MAU. A MAU is expressed in the format like: 

MAU = {RIO, RIM, User} (2) 

In the expression, RIO represents a RISM object. In order to manage a product’s in-
ner RISM objects in tree structure, we generally attain the object close to the root when 
some operations are occurred so as to combine some operations. RIM expresses the 
RISM message transported, which includes the operations and some control parameters.  

When RISM-based functional modules are built, design processes can be carried 
out. For all the design activities could be divided into a series of operations, one 
command is taken as an example and the processes are described as shown in Fig. 4. 

Design commands from a designer are sent to the system. For the product organ-
ized by a CSG tree structure, the target RISM object would be a sub-tree of the whole 
product. And this object can be found from the CSG tree. 

On the base of supported environment, which include the control strategy, geome-
try engineer and other functional process modules, the RISM object referred to com-
mon operations set is operated.  

Then, two data sets will be sent back after the operations carry out, one is updated 
CSG sub-tree, and the other is the face lists of the RISM object. A LOD VRML file 
corresponding to the face lists is generated. 
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Fig. 4. Design process of RISM-based CSCW system 

Finally, the VRML file is used to update the display model. The designer gets re-
sult back.  

During the design process, CIM needs to manage conflicts when different users 
operate the geometry model. Some general rules are described as follows: 

- Rule 1. Rule to eliminate a conflict MAU. When a CIM gets a conflict MAU, 
the check turn in MAU is RIO first, then RIM, User last. 

- Rule 2. Rule to eliminate a conflict RIO. When a CIM gets a conflict RIO, it 
carries out the one RI object with high-rank in the CSG tree structure of prod-
uct. 

- Rule 3. Rule to eliminate a conflict RIM. When a CIM gets a conflict RIM, it 
carries out the one RI Message with a high priority. 

- Rule 4. Rule to eliminate a conflict User. When a CIM gets a conflict User, it 
carries out the one with high-level user. 

On the basis of common operations set and other functional module, the system 
can also find the modified parts of product and react to designers rapidly.  

4   Development of a RISM-Based CSCD System 

Based on the proposed RISM model, a prototype system is developed. We use Visual 
C++6.0 as a development tool and use ACIS 6.0 as geometry engine to develop server 
software. At the client side, we use JDK1.3 and JBuild7.0 to development correspond-
ing Java Applets. The architecture of the prototype CSCD system is shown in Fig. 5. 

- Design Interfaces get design commands from users and transform them into 
operation array back to server. 

- Data Interactive Interface. The module exchanges data with design interface 
and generates display model for display interface. By means of LOD technol-
ogy and other technologies, it enhances the client performance effectively. 
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Fig. 5. RISM-based CSCW system structure is composed of eight function modules 

 

Fig. 6. Design view of CSCD client. Left is display area supporting by a VRML Plug-in. It 
provides users a virtual scene to design three dimension products interactively. Right up is 
operation area to answer user operation. A Java Applet realizes it, and it manages the coopera-
tive meeting by CIM based on supporting bottom EAI interface. Right bottom is information 
area to provide user a communion place. It is realized as same as operation area. 
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- Cooperation Manager. The module builds and manages a cooperation meeting. 
- RI Model. It is the kernel model of the system, and the solid model includes all 

the modeling information, kernel information and geometry information.  
- Modeling Module. On the basic of ACIS geometry engine, it realizes model-

ing operation. And it transforms operations array from clients into SAT files.  
- VRML Transformer. It transforms a product presented by B-rep model a SAT 

file into a VRML file. 
- LOD Process Interface. The module processes VRML model to attain a LOD 

model so as to decrease data transporting in network. 
- CAD Reconstructing and Transforming Interface. The module reconstructs re-

sult data or transforms RISM model into CAM model for manufacture. 

Based on the ACIS geometry engine, RISM component is attained by encapsulat-
ing ACIS classes first. Then, we could call ACIS functions to model a certain product 
and get an object in an ACIS SAT file. At last, by means of triangle grid dividing and 
optimizing algorithm, a SAT file is transformed into a VRML file to display the 
model.  

As shown in Fig. 6, the whole user interface is divided into three interactive areas.  
The general process of interactive design can be described as follows. When the 

design operations of a user are got from a Web browser, it is explained as input events 
related to certain VRML nodes. Then EAI will construct an MAU data set and trans-
fer it into supporting modeling module by Java Applet. According to the command 
back, the modeling system operates the product and transfers the modified part of 
product into an LOD VRML file. Then the Web browser updates when new VRML 
files are obtained. 

5   Conclusion 

A Rapid Induce Solid Model is proposed to decrease data-transporting so as to sup-
port Web-based interactive design. After building the basic RISM structure for 
representing shape and modeling operations, we extend traditional CSG model to 
build an operation history tree. Therefore, RISM component is provided to build 
CSG-based operation history tree. Then based on RISM common operations set and 
RISM message mechanism, a CSCD framework is built. In the proposed frame-
work, the displaying model and representation model could work individually or 
together as an integrated system. At last, we implement a testing CSCD system. It 
shows that the RISM model provides a new and effective way to realize Web-based 
applications. 
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